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Why small-animal PET?
The last 2 decades of biomedical research have seen a rapid expansion in the use of small-animal models for studying disease. During this period the need evolved to perform these animal-model studies in vivo, that is in living, intact subjects, so the disease could be studied in its true, natural biologic state, including regulatory and feedback mechanisms such as the immune and circulatory systems that are not present in in vitro biologic studies. Furthermore, because in vivo imaging enables repeated, longitudinal, nondestructive studies, the same animal can be used as its own control in distinct stages of a study, increasing the accuracy of results and improving the efficiency of animal use. Finally, because in vivo imaging allows rapid and accurate assessment of disease progress or regression before and after novel treatments are introduced, this tool for biologic study offers the attractive possibility of reducing the time required to bring promising new pharmaceuticals or...
therapeutic agents to the clinic. Thus, small-animal imaging systems are becoming popular tools for drug discovery, and, in addition to programs developing at academic centers, small-animal imaging laboratories are becoming prevalent in the pharmaceutical and biotechnology industries [1–28].

PET has several strengths as a small-animal (ie, preclinical) imaging modality [29]. First, like other biologic imaging techniques such as optical imaging, PET can be used to study the cellular and molecular processes associated with disease in live animals. Unlike optical imaging, however, PET can probe subtle molecular signals (low probe concentrations) deep within tissue with high spatial resolution and contrast and thus provide quantitatively accurate data about the spatial and temporal biodistribution of the probe. The molecular probes typically are low-mass, biologically relevant molecules and thus are unlikely to perturb the natural states of cells and tissues. Finally, because PET is already a clinical standard of care, preclinical discoveries and developments are more likely to translate into the clinic.

PET now is used regularly in small-animal research to study the molecular bases of disease noninvasively and to guide the development of novel molecular-based treatments [1–28]. Several new molecular probes labeled with positron-emitting radionuclides and associated PET imaging assays are under development to target, detect, visualize, and quantify various extra- and intracellular molecules and processes associated with diseases such as cancer, heart disease, and neurologic disorders [1–28]. Thus there is a continuing need to improve “sensitivity” to detect the subtle signatures associated with these new molecular targets and processes. The authors define the “molecular sensitivity” of a molecular imaging modality as its ability to detect, visualize, and accurately quantify low concentrations of a molecular probe interacting with a target on or within the cells of a living subject. The molecular sensitivity depends on a combination of the probe, the physiology of the delivery process, and cellular function that determine its preferential accumulation at the target. This sensitivity also depends on the performance capabilities of the imaging system that determine how small a signal can be detected above background and how accurately that signal can be measured. This article discusses the current trends in preclinical PET system design that strive to increase molecular sensitivity, with a focus on systems designed for rodent imaging.

**Brief history of preclinical PET**

Some of the most notable early uses of clinical PET in imaging animal models of disease were in neurologic studies in nonhuman primates [30,31] and dogs [32]. The need to resolve very small structures in the brains of smaller species of monkeys resulted in the development of a few specialized systems [33,34]. During the past 2 to 3 decades, however, efforts to develop efficient animal models of disease for understanding mammalian biology have concentrated on rodents, and in particular mice [35]. The mouse genome is very similar to that of humans and is relatively easy to manipulate. Mice are small, inexpensive, and have a rapid reproductive rate and a short life span [36,37]. Rats usually are the preferred species for neuroscience and neurosurgery models, because their brains are approximately five times larger (and thus easier to work with), and there is a strong history of rat brain anatomy and function studies. The first PET system designed and dedicated to imaging rodents was developed by Hammersmith Hospital (London, UK) in collaboration with CTI PET Systems, Inc. (Knoxville, Tennessee) [38]. This system comprised 16 block detectors arranged into a ring 11.5 cm in diameter with a 5-cm axial field-of-view (FoV). Each detector comprised an 8 × 7 array of 3.5 × 6.0 × 30-mm³ bismuth germanate (BGO) scintillation crystals. The measured spatial resolution at the system center was 2.4 mm in the transaxial plane and 4.6 mm along the axial direction. The absolute photon sensitivity of the scanner at the center of the FoV was 4.3% using a 250- to 750-keV energy window. Main shortcomings of this system were its relatively coarse resolution, large angular gaps between detectors which led to reconstructed image artifacts, and the non-uniform spatial resolution versus radial position (caused by variations in the depth of the 511-keV photon interaction). The system produced useful data despite these inadequacies and spawned the development of a new generation of small-animal PET systems.

**Currently available small-animal PET systems**

To clearly visualize and accurately quantify the biodistribution of a PET tracer in small structures within rodents, especially mice, requires special high-resolution PET systems. During the past decade substantial research and energy have been devoted to the development of preclinical PET systems for rodent research. This work has resulted in the development of numerous research prototypes [39–46] as well as commercially available [47–53] small-animal PET systems (Fig. 1). With the exception of one commercially available gas-based multiwire proportional counter (MWPC) design, nearly all small-animal PET systems use variations of the same basic position-sensitive annihilation photon detector concept, which essentially is
of that used in clinical PET system designs. The system is built from detector modules arranged into a ring. Each module comprises arrays of long, thin scintillation crystal rods with their small ends coupled to a position-sensitive array of photodetectors. Each crystal rod is covered with a very thin reflector, except for the end face coupled to the photodetector, so that each is optically isolated from its neighbors. An incoming photon that interacts in one of the crystal rods creates a small flash of light. The light pulse reflects off the crystal faces and exits the end of the crystal rod coupled to the photodetectors. The photodetectors collect and convert the exiting light into electronic pulses, which are amplified and processed to estimate the incoming interaction location, total energy deposited, and arrival time of each incoming annihilation photon. The photodetectors almost always use photomultiplier tubes (PMT) and, for small animal PET, typically position-sensitive PMTs (PSPMT), which contain an array of charge-collecting anodes within a single evacuated vacuum tube. The signals induced on the anodes can be used to localize the scintillation light flash to within a few millimeters or less. A variation of the basic scintillation detector uses semiconductor photodetectors, such as avalanche photodiodes (APDs), instead of PMTs to read out the scintillation light.

The currently commercially available small-animal PET system designs are all offshoots from systems developed for academic research, and nearly all are variations of the basic scintillation detector system described. For example, a technology developed at the University of California, Los Angeles (UCLA) in the late 1990s [40] was transferred to what has become the Siemens microPET product line (Siemens Preclinical Solutions, Knoxville, Tennessee) [47]. The detector module design uses an optical fiber interface between a lutetium-oxyorthosilicate (LSO) scintillation crystal array and a multianode PSPMT to enable a high inter-module packing factor. The current-generation system, the Inveon, uses block modules comprising 20 × 20 arrays of 1.5 × 1.5 × 10 mm³ LSO crystals, arranged in a 16.1 cm diameter ring, with a bore 12 cm in diameter and a 10-cm transaxial and 12.7-cm axial FoV. The spatial resolution and photon sensitivity are 1.4 mm full-width-at-half-maximum (FWHM) and 10% (100-keV threshold), respectively, respectively, at the system center.

Work at the National Institutes of Health was translated to Suinsa (Madrid, Spain) [41] and became what is now known as the GE eXplore Vista PET system (GE/Suinsa, Madrid, Spain) [48]. This design uses a two-layer scintillation crystal array or “phoswich” to allow coarse estimation of photon depth of interaction (DOI). Each layer is made from a different type of scintillation crystal [lutetium-yttrium-oxyorthosilicate [LYSO] or gadolinium orthosilicate [GSO] with a different scintillation light decay constant. Pulse-shape discrimination methods are used to determine which array layer was hit by an incoming photon. The system has two rings of 6084 LYSO-GSO crystals arranged into modules, each containing 13 × 13 arrays of 1.5 × 1.5 × 15-mm³ LYSO-GSO pairs. The detector diameter is 11.8 cm, with a 6-cm transaxial FoV and a 4.6-cm axial FoV. The reconstructed spatial resolution is 1.6 mm FWHM at the center with a 4% absolute photon sensitivity (250-keV threshold) [54]. The detector scheme developed at University of Pennsylvania [42,55] was incorporated in the Philips Mosaic small-animal PET system (Philips
Unlike other scintillation crystal designs, the Mosaic is not partitioned into individual block modules. The system uses just under 17,000 discrete 2 × 2 × 10–mm³ GSO crystals coupled through a single large annular light diffuser to a bank of standard PMTs, with a bore 21 cm in diameter, a 12.8-cm transaxial FoV, and an 11.6-cm axial FoV. The reconstructed spatial resolution ranges between 2.7 mm FWHM at the center and 3.2 mm FWHM at a radial offset of 45 mm from the center with an absolute photon sensitivity of 0.65% (410-keV threshold) [56].

A research concept from the University of Texas [43] has been incorporated into a system offered by Gamma Medica-Ideas (Northridge, California) [50]. The system uses BGO scintillation crystals with a light-sharing technology that allows them to be read out by standard PMTs. The edge crystals of each module are trapezoidal to promote high inter-detector module crystal packing fraction (reduced gaps between modules). At the system center the specified spatial resolution is 1.5 mm FWHM with a photon sensitivity of 10%.

A development at the University of Sherbrooke in Quebec, Canada [57] was transferred to Advanced Molecular Imaging, Inc. (Sherbrooke, Quebec, Canada) and more recently to Gamma Medica-Ideas [50]. The basic detector design uses an array of two different scintillation crystals (LYSO and lutetium-gadolinium-oxyorthosilicate) with different decay times coupled to a single APD device. Pulse-shape discrimination allows the use of only one readout channel to identify which of the two crystals has been hit by an incoming photon. The resulting system has a detector ring 15.6 cm in diameter with an aperture 11 cm in diameter and either a 3.7- or 7.5-cm axial FoV with 1536 or 3072 APDs, respectively. At the system center the specified spatial resolution is 0.9 mm FWHM with a photon sensitivity of 2%–4%, depending on the axial FOV.

The yttrium-aluminum-perovskite (YAP)-PET system [51] is an off-shoot from the Universities of Ferrara and Pisa, in Italy [45]. The system comprises four rotating heads spaced 15 cm apart, each with an active area of 4 × 4 cm², containing a 20 × 20 array of 2 × 2 × 3–mm³ optically isolated YAP crystals coupled to PSPMTs, forming a 4-cm transaxial and axial FoV. The reconstructed spatial resolution and absolute photon sensitivity are 1.8 mm FWHM and 1.7% (50-keV threshold) for a centered point source, respectively.

The ClearPET LYSO/LuYAP phoswich scanner [52] is a technology transfer incorporating ideas developed within the ClearPET group [46] of the Crystal Clear Collaboration, a scintillation crystal research organization based at CERN, an international particle physics laboratory located in Geneva, Switzerland. The system has two adjustable detector diameters, 13.5 and 28.5 cm, with an open gantry space of 12.5 and 22.0 cm, respectively. The phoswich detectors comprise two layers of 2 × 2 × 10–mm³ crystals of LYSO and lutetium orthoaluminate (LuYAP) coupled to PSPMTs. Because of significant gaps between the detectors, the system rotates around the subject to enable full angular sampling. At the system center, the resolution is 1.3 mm, and the absolute photon sensitivity is 3.8%.

The Oxford Positron Systems (Wadsley Grove, UK) high-density avalanche chamber (HIDAC) PET system [53] is a culmination of years of high-resolution gas MWPC imaging system developments at CERN that were modified and refined for small-animal imaging [58]. In this position-sensitive gas ionization chamber, the annihilation photons are converted by lead cathode plates into electrons, which subsequently are detected and localized by collecting the ionization generated as they drift and avalanche in the gas. The lead cathode plates are formed from layers of laminated lead containing interleaved insulated sheets, mechanically drilled with approximately 200,000 holes, each 0.4 mm in diameter, each of which acts as an independent detector element. The hole pitch, approximately 0.5 mm, limits the intrinsic resolution. The quad-HIDAC consists of four large rotating heads, each with eight HIDAC detector layers with an active area of 17 × 28 cm² and with a head separation of 17 cm. These layers provide information about the photon interaction depth. The transaxial and axial FoVs are 17 cm and 28 cm, respectively. The reconstructed resolution is 1.0 mm throughout the FoV (not just at the center, which is another distinguishing feature of the HIDAC technology), and the absolute sensitivity is 1.8% for an effective 200-keV threshold. Two variants for this technology are commercially available comprising 16 [59] and 32 modules [60].

### Challenges to improving the performance of small-animal PET systems

Of all the photon-sensing fields, PET imposes perhaps the most stringent requirements on detector capabilities. As discussed earlier, nearly all the available small-animal PET systems are built from crystals, and thus crystals are the technologic focus of this section. The detector crystals comprise relatively high atomic number (Z), high-density materials for a high probability of the photoelectric effect and high intrinsic efficiency in the detection of the 511-keV photons. Typically, high-quality inorganic scintillation crystals are used (Table 1). The crystals absorb the 511-keV photons and...
convert them into robust electronic signals, which must be processed one at a time and used to determine precisely the incoming position, energy, and arrival time of each incoming photon. The performance of a small-animal PET system can be improved by enhancing important performance parameters of the detector system, such as photon sensitivity, spatial resolution, and contrast resolution. This section describes some of the challenges involved and solutions that have been implemented in existing systems. The subsequent section describes what the authors believe are promising technologies for the future.

### Photon sensitivity

Photon sensitivity is defined here as the fraction of coincident annihilation photon pairs emitted from a source that is detected and counted in the study. This fraction should be as high as possible to achieve an acceptable signal-to-noise ratio (SNR) for high-spatial-resolution reconstructed images. Better statistical quality of the data also enhances the ability to differentiate and quantify a subtle signal in the presence of significant background counts. The photon sensitivity is determined by the geometric efficiency, which depends on the system geometric efficiency $g$, the probability that an emitted photon is directed toward the detector gantry. The system photon sensitivity varies linearly with $g$. One way to improve the geometric efficiency is to reduce the system diameter, which brings the detector closer to the photon source. However, more photons will enter the detector crystals at large oblique angles, which can cause substantial parallax positioning errors and affect spatial resolution. Another approach is to increase the solid angle coverage, which can be implemented by increasing the axial extent of the scintillation detectors, covering more solid angle about the subject but also increasing system cost substantially. The GE Healthcare/Siemens, Madrid, Spain, for example, incorporates a modest 7.5-mm DOI resolution enabling a small detector diameter of just under 12 cm while controlling DOI parallax errors. The axial FoV is only 4.6 cm, however, which offsets the potential improvements in photon sensitivity.

### System geometric efficiency

The system geometric efficiency, $g$, is defined as the fraction of photons that are detected by the system for each photon that enters the detector. The geometric efficiency can be increased by increasing the solid angle coverage of the detector, which essentially increases the system diameter and reduces the parallax positioning errors. Another way to improve the geometric efficiency is to reduce the solid angle coverage by increasing the axial extent of the scintillation detectors, covering more solid angle about the subject but also increasing system cost substantially. The GE Healthcare/Siemens, Madrid, Spain, for example, incorporates a modest 7.5-mm DOI resolution enabling a small detector diameter of just under 12 cm while controlling DOI parallax errors. The axial FoV is only 4.6 cm, however, which offsets the potential improvements in photon sensitivity.

### Table 1: Some properties of cadmium-zinc-telluride and common scintillation crystals used in PET

| Crystal name | Formula          | Effective atomic number $Z_{eff}$ | Density $\rho$ (g/cm$^3$) | 1/e Length at 511 keV (cm) | Total linear absorption coefficient $\mu$ at 511 keV (cm$^{-1}$) | Compton scatter fraction $\mu_c/\mu$ at 511 keV (cm$^{-1}$) | Photoelectric absorption fraction $\mu_p/\mu$ at 511 keV (cm$^{-1}$) | Average number of electrons$^a$ created per MeV absorbed | Refractive index $n$ | Decay time (ns) | Peak emission wavelength (nm) |
|-------------|------------------|-----------------------------------|---------------------------|-----------------------------|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|------------------------|----------------|-----------------------------|
| CZT         | Cd$_{0.9}$Zn$_{0.1}$Te | 48 | 5.81 | 2.00 | 0.500 | 0.820 | 0.180 | 200,000 | N/A | N/A | N/A |
| LSO         | Lu$_2$(Si$_2$O$_5$)O:Ce | 66 | 7.40 | 1.13 | 0.869 | 0.620 | 0.323 | 4400 | 1.82 | 42 | 420 |
| GSO         | Gd$_2$(Si$_2$O$_5$)O:Ce | 59 | 6.71 | 1.40 | 0.704 | 0.700 | 0.249 | 1400 | 1.85 | 60 | 440 |
| BGO         | Bi$_4$(GeO$_4$)$_3$ | 75 | 7.13 | 1.06 | 0.966 | 0.510 | 0.397 | 1200 | 2.15 | 30 | 480 |

* Abbreviations: BGO, bismuth germanate; CZT, cadmium-zinc-telluride; GSO, gadolinium orthosilicate; LSO, lutetium-oxyorthosilicate.
  *$^a$ A PMT quantum efficiency of 20% was assumed for LSO, GSO, and BGO. Photoelectrons created at photomultiplier tube photocathodes are listed.
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sensitivity available with the smaller ring diameter. Geometric efficiency for small-animal PET systems is enhanced further in that all available systems acquire data in the three-dimensional (3D) mode, which means all photon coincidences between any two crystal elements are accepted into the system and no inter-ring septa are present.

**Crystal length (thickness)**

Because the intrinsic efficiency in detecting coincidence photons for any two crystal element pairs of linear attenuation coefficient $\mu$ varies with crystal element length, $l$, by the square of an exponential $[e^{-l}]$, it is clear that the effective crystal length should be as large as possible. In the standard design for a scintillation crystal detector used in high-resolution PET, however, the efficiency of light collection decreases and the likelihood of inter-crystal scatter and photon penetration increase for longer crystal elements. Thus, many small-animal PET systems use crystals that are only approximately 1 cm long. Building a PET system with LSO crystal lengths of only 1 cm affects the intrinsic coincident photon detection efficiency by a factor of 0.34 $[e^{-l}]$, this relatively low intrinsic detection efficiency factor contributes significantly to the relatively low overall photon sensitivity (approximately a few percent) achieved with currently available high-resolution PET systems [61].

**Crystal packing fraction**

The crystal packing fraction, $P$, is defined as the fraction of the area that is occupied by scintillation crystal as seen by an incoming photon directed at the detector gantry. A high packing fraction means that the gaps allowing incoming photons to escape undetected are very small. For imaging coincident photons in PET, the intrinsic photon detection efficiency also varies as the square of the packing fraction, $\epsilon \sim P^2$. The crystal packing fraction is reduced by the presence of dead gaps between detector modules. Typically the detector modules in a PET system are rectangular. Arranging rectangular detectors into a cylinder produces wedge-shaped gaps between detectors through which photons can escape (Fig. 2). To mitigate this problem, the Gamma Medica-Ideas X-PET design incorporates wedge-shaped crystals at the edge of each module to fill these gaps [50]. The packing fraction is reduced by dead area introduced by the mechanical package that houses the photodetector (eg, the PSPMT) for each detector module. The effect of dead area in the PSPMT housing on packing fraction can be mitigated using fiber optic coupling between the scintillation crystal array and the PSPMT, which is implemented in the Siemens designs [47], but the additional fiber optic coupling reduces light collection. The Philips Mosaic design [49] incorporates a light diffuser between the scintillator arrays and the standard PMTs used in their design and uses standard gamma camera light-sharing concepts to mitigate the photodetector dead area. The crystal packing fraction also is affected by the presence of intercrystal reflectors within a module, which should be as thin as possible while still providing optical isolation of the individual scintillation crystals. For example, the state-of-the-art Siemens microPET systems use an intercrystal reflector that yields an intercrystal gap of approximately 75 microns within a module.

**Spatial resolution**

To date, no PET system has achieved the fundamental spatial-resolution potential inherent to PET. The physical limit of spatial resolution is determined ultimately by a convolution of three blurring factors: positron range, annihilation photon non-collinearity, and intrinsic detector resolution [63]. For central points between two coincident detector elements, the intrinsic detector spatial resolution is approximately one half the detector element size. The blurring component caused by positron range is shift invariant within the system but depends on the energy range of the emitted positron and the tissue traversed. The effect of photon...
acollinearity on spatial resolution depends on the system diameter. Fig. 3 shows a plot of the calculated spatial resolution (FWHM and FWTM) limit for PET from a convolution of positron range, photon acollinearity, and detector contributions as a function of detector pixel size and the system detector diameter. In theory, for a 1-mm detector pixel and a detector separation of less than 20 cm, adequate statistics, and sufficient sampling, a FWHM spatial resolution of less than 1 mm is possible. (Adapted from Levin CS, Hoffman EJ. Calculation of positron range and its effect on the fundamental limit of positron emission tomography system spatial resolution. Phys Med Biol 1999;44:796; with permission.)

**Complex and expensive assembly**

Higher-spatial-resolution PET data are achieved by using smaller detector elements to provide finer sampling of the biodistribution of interest. A major challenge of manufacturing PET detectors with smaller (< 2 mm wide) scintillation crystal elements is that cutting, surface treatments, and assembling crystals to make arrays (Fig. 4) are complex and costly processes, and special system-dependent processing schemes must be developed [65,66].

**Less light signal is available from small crystals**

For high detection efficiency, the crystals should be thick (eg, > 2 cm), but for high spatial localization of the incoming photons, a high degree of crystal segmentation/pixellation (eg, <2 mm width) is required. This long but very narrow aspect ratio for the individual scintillation crystal elements compromises the efficiency of scintillation light collection [67,68]. The longer and narrower the crystal element, the less light collected is from the small end. If the resulting light signal in each crystal is above the corresponding photodetector noise level, it still is possible to achieve high-resolution PET. It is clear, however, that this scenario is not desirable, because a weak scintillation light signal ultimately degrades energy and temporal resolution, affects energy and window settings, and limits the degree of

**Fig. 4.** Examples of arrays (8 × 8, 12 × 12, and 20 × 20) of discrete LSO scintillation crystals pixels used in three successive generations of microPET systems. In these system designs, each array is coupled to a position-sensitive photomultiplier tube through fiberoptic coupling. Individual crystal element dimensions are shown above each array. (Courtesy of Robert Nutt, Siemens Preclinical Solutions, Knoxville, TN.)
crystal position decoding in most detector designs. Any fiber coupling introduced between scintillator and light detector causes further light loss. Modest improvements in light collection can be made by treating the crystal side faces (e.g., by polishing or etching) to enhance total internal reflection [67,68].

To provide a more favorable aspect ratio with moderate light collection efficiency, PET systems built to date with resolutions of 2 mm or less [40,42–44,46,47,49,50,52,53,65,66] use relatively short crystals approximately 10 mm in length (see Fig. 4). Although this short-crystal design provides decent light collection efficiency, it severely compromises the intrinsic efficiency of 511-keV photon detection, as described in the previous section.

**Photon penetration and parallax blurring effects**

Because 511-keV photons are highly penetrating, it becomes impossible as the crystal pixels become narrower to confine the photon interactions to only one crystal element. Fig. 5 shows results from Monte Carlo simulations of 511-keV photons entering obliquely (at 20° with respect to the normal) into an array of 1 × 1 × 10-mm³ LSO crystal pixels [68]. The line of dense interactions in the array corresponds to the line of entry. For this configuration, 84% of the detected incoming photons interact outside the crystal of entrance. Most PET systems comprise a cylindrical arrangement of such arrays (Fig. 6). The substantial crystal penetration of 511-keV photons leads to non-uniform spatial resolution as a function of radial position within the scanner. For a small-diameter PET system with closely spaced detectors, on average more photons will enter and be absorbed in the scintillation crystal at oblique rather than normal angles for a given imaging subject. In this case photons will tend to interact at depth in crystals behind the first crystal traversed, causing a parallax error [69]. Because of the variation in photon interaction depth within the crystals for obliquely entering photons, blurring of the radial component of the spatial resolution increases linearly with radial position (see Fig. 6). The precision with which photon interaction depth can be measured, referred to as the “interaction depth resolution,” impacts the degree of radial resolution blurring. As shown in Fig. 6, the distance (r) from the tomograph center to the particular line-of-response (LoR) chord formed between two crystal elements that corresponds to photons incident at angle θ₁ that interact at the center of isolated crystal segments of length Δd of a system of radius R is given by:

\[
r = (R + (\Delta d/2)) \sin \theta_1
\]

An expression for the radial resolution blurring in the transaxial plane for photons incident at angle θ₁ that interact in an isolated detector with interaction depth resolution Δd can be determined by assuming that the entire length of that crystal segment Δd is uniformly radiated by these oblique photons.
The radial resolution blurring for photons interacting in two isolated detectors in coincidence is approximately given by one half the effective width of the detector seen (see Fig. 6):

\[
\Delta r = \Delta x/2 = (\Delta d/2) \sin \theta, \text{(FWHM)} = (\Delta d/2) / [(r^2 + (\Delta d/2) + 1) / d]
\]

(2)

where \( D \) is the system detector diameter. Note at the center (\( r = 0 \)) there is no radial blurring from photon penetration regardless of the system diameter or degree of photon interaction depth resolution. For a typical clinical system, \( D = 80 \) cm and \( \Delta d = 2 \) cm (crystals 20 mm long with interaction depth resolution), at \( r = 10 \) cm from the center, from equation 2, the radial blurring contribution from photon penetration is \( \Delta r = 2.4 \) mm FWHM, a radial resolution blurring contribution that is 40% (2.4/6) of the typical value of 6 mm FWHM measured at the center. On the other hand, for a typical small-animal PET system, \( D = 16 \) cm and \( \Delta d = 1 \) cm, and at \( r = 2 \) cm, the effective radius of a typical mouse, \( \Delta r = 1.1 \) mm, is 60% of the typical 2 mm FWHM resolution measured at the center. For the GE eXplore Vista system, \( D = 11.8 \) cm, \( \Delta d = 0.75 \) cm, and thus at \( r = 2 \) cm, \( \Delta r = 1.2 \) mm, which is 75% of the 1.6-mm FWHM resolution quoted at the center. Note that the total spatial resolution at a given radial location is the convolution of the parallax blurring factor \( \Delta r \) and the resolution value at the center determined by the other blurring factors.

**Lower photon counts per crystal element**

The smaller the crystal element, the fewer photon counts are placed in that crystal, and hence the lower is the SNR per crystal. Thus, to achieve the desired improved spatial resolution in terms of SNR in reconstructed images [64], the system photon sensitivity must be increased substantially.

**Image reconstruction complexity**

PET data with higher spatial resolution are achieved by using smaller detector elements to provide finer sampling of the imaged volume. However robust, statistical-based image reconstruction algorithms, ideally with spatially variant response models, are also needed, to recover the desired potential spatial resolution with an acceptable SNR [70]. Fully 3D iterative reconstruction with spatially varying models has been shown to increase the image quality of these systems [71]. Furthermore, using detectors capable of measuring photon DOI, one can bring the detectors closer together for increased photon sensitivity, and hence enhanced image SNR, while mitigating parallax errors that blur spatial resolution [72]. As the result of these advances, the number of LoRs or, alternately, the number of non-zero elements in the system response matrix, continues to increase by orders of magnitude (Fig. 7) [73].

The computational cost of fully 3D PET image reconstruction, especially with spatially varying system response models, is daunting. As the number of LoRs and reconstructed image resolution continues to increase, the demand for computation power and memory storage for high-resolution PET image reconstruction continues to explode, in many cases outpacing the advances in processor performance and memory capacity. Algorithms whose complexity does not depend on the number of LoRs are attractive to process efficiently the extremely sparse data generated by high-resolution PET systems with minimal memory storage requirements. Three classes of algorithms can help mitigate the problem of the sparseness of the high-resolution 3D PET data: reduced-resolution sinogram binning, 3D to two-dimensional(2D) rebinning, and list-mode processing. The process of binning events into a lower-resolution sinogram may result in a loss of spatial resolution, because the counts associated with a number of neighboring lines in space that are individually resolvable by the detector system will be accumulated together in the same histogram bin, possibly undersampling the signal [74]. On the other hand, 3D sinograms that provide sampling of at least twice the Nyquist frequency can be too sparse. Thus, sinogram-binning approaches to deal with the sparseness of the data can lead to a tradeoff between desired reconstructed spatial resolution and noise.

Another approach to reduce the effective number of LoRs and to accelerate image reconstruction is to...
rebin the 3D data into a stack of 2D slices that can be reconstructed independently using a 2D reconstruction method such as filtered backprojection or a 2D ordered subsets expectation maximization (OSEM) algorithm. Fourier rebinning (FORE) combined with 2D OSEM [75,76] is more than an order of magnitude faster than fully 3D OSEM. Furthermore, it produces images that are not significantly degraded compared with 3D OSEM for whole-body clinical scanners [77]. For high-resolution PET systems, however, the number of counts recorded per LoR is extremely low. As a consequence, the data measured do not reflect accurately the ideal line-integral of the radionuclide activity on which the FORE algorithm relies. Thus, the potential for resolution recovery is lost with this approach [70].

The list-mode processing approach is used widely [78–86]. Using list-mode (or histogram) processing, the computation time is independent of the number of LoRs in the system and instead is directly proportional to the number of counts in the data set. Because the sensitivity of PET systems continues to increase, the computation time for these processing approaches also will continue to increase.

**Spatially varying system response model for fully three-dimensional PET**

One aim of high-resolution PET is to resolve and quantify very low concentrations of PET molecular probes distributed in small target volumes. Realizing the potential spatial resolution and contrast performance of high-resolution scanners requires incorporating an accurate model of the system blurring in the OSEM algorithm and performing resolution recovery by iterative deconvolution [70]. The system response matrix (SRM) maps the contribution from each image voxel to each detector pair and conveniently represents the imaging process. Storing the SRM in memory is a challenging problem for model-based PET image reconstruction. The size of the SRM is proportional to the number of LoRs in the system, and even though it is highly sparse, the SRM can be gigantic. This issue has been addressed by several approaches that combine special hardware implementation and data representation [87]. Some implementations of the SRM assume the perfect line-integral model and neglect image-degrading effects such as intercrystal photon scatter, photon acollinearity, positron range, and crystal penetration [88,89]. This approach allows one to compute the SRM on the fly. Other implementations of the system matrix try to incorporate accurate physical models to deconvolve resolution-blurring effects effectively and recover spatial resolution [70,90]. The SRM can be factored into different components; some of them are precomputed, whereas others are recomputed for each scan to save memory [91]. Some components can be modeled by convolution kernels in the sinogram space and others by processing in the image space [70,92]. Full system modeling often is performed through extensive Monte Carlo simulation [93] or analytic modeling [94].

Other researchers have studied the benefits and computational challenges of including spatially varying models in fully 3D PET reconstruction. Pan-in and colleagues [95,96] investigated fully 3D PET image reconstruction with a spatially variant system matrix. Their implementation required 360 MB of memory to store the point spread function components for the Hi-Rez scanner (Siemens Medical Solutions, Knoxville, Tennessee) (168 × 168 × 313 projection data bins) with an image voxel size of 4 × 4 × 2 mm³. Each iteration required a 1-minute run-time on nine dual central processing unit (CPU) nodes (18 CPU cores). For their study, they performed 60 OSEM iterations with 21 subsets (16 angles per subset). Herrera and colleagues [91] also investigated fully 3D PET image reconstruction using 28.8 × 10⁶ fully 3D LoR histograms for the GE/Suinsa xPlore Vista DR system. Images were reconstructed on a 175 × 175 × 62 voxel grid (0.38 × 0.38 × 0.78 mm³). For an Advanced Micro Devices (Sunnyvale, California) Opteron 244 1.8 GHz cluster with nine dual-CPU nodes, each iteration with 50 subset updates requires 5 minutes. Exploiting symmetries, up to 150 MB of memory was required to store the SRM.

In summary, iterative, fully 3D image reconstruction algorithms that incorporate spatially varying models can improve the quality and quantitative accuracy of image reconstruction for PET at a substantially higher computational and memory cost. Further, as the number of LoRs and system sensitivity increase (enabling higher reconstructed resolution but a greater number of image voxels), the cost of applying accurate system models and scatter correction further increases, preventing a wider use of these techniques to improve image quality and quantification. To address the limitations of small-animal PET arising from computational complexity, a cost-effective (ie, not a CPU cluster) technology advance is needed that enables substantial acceleration of reconstruction using strategies that include an accurate spatially variant system model, regardless of collected data format.

**Contrast and contrast resolution**

The ability to differentiate and quantify one focal region of probe accumulation from the background (contrast) or two adjacent regions of focal probe accumulation with slightly different concentrations (contrast resolution) depends strongly on the level of background present. This background has two main components. First, there typically is nonspecific targeting of the probe in cells surrounding
the RoI. The extent of this effect depends on the molecular probe design, the physiology of the subject, and the biology of the target [97]. Second, processes such as photon scatter in the tissue, random coincidences, the partial volume effect, pulse pileup, and line forward projection and backprojection during image reconstruction will place counts outside the desired target volume in the reconstructed image and into the surrounding background, degrading contrast and accuracy. The impact these factors have on background depends on certain performance parameters of the system. The partial volume effect [98] on contrast recovery is mitigated by designing the system to achieve high spatial resolution [99].

Effects of photon scatter in tissue

In PET each photon detector signal from every pair coincidence event is processed individually for spatial, energy, and arrival time information. Photons that undergo scatter in the tissue before reaching the detector lose energy, depending on the scatter angle [100]. The amount of energy lost by a photon undergoing Compton scatter interaction versus the scatter angle is determined by the well-known formula determined by considering the kinematics of Compton scatter:

\[ E_c = E_i [1 + (E_i/511)(1 - \cos \theta)] \]

where \( E_c \) and \( E_i \) are, respectively, the photon energies after and before the scatter, and \( \theta \) is the scatter angle relative to the incoming photon direction.

To mitigate event-mispositioning errors from tissue-scattered photons, an electronic lower and upper threshold of pulse height (ie, the energy window setting) is imposed on each incoming detector signal. The effects of tissue photon scatter on the background level can be reduced by implementing a very narrow energy window setting at 511 keV (350–650 keV), it can be seen from Equation 3 that photons that scatter 68° or less are accepted into the image data and, depending on the size and activity of the animal, there could be significant contamination by tissue scatter (as well as by random coincidences), thus limiting contrast resolution and quantitative accuracy.

Positioning errors from photon Compton scatter in crystals

In addition to the problem of penetration, annihilation photons often undergo Compton scatter in the crystals, causing them to leave a small crystal element and the line of entrance and enter into adjacent crystals. For high-resolution (small-crystal) systems, crystal scatter causes energy to be deposited in more than one crystal, which can be a source of substantial positioning errors and thus contrast loss in high-resolution PET systems. This crystal scatter is more likely to occur with lower-Z, lower-density crystals, such as GSO, than with higher-Z, higher-density crystals such as BGO. Fig. 5 shows the distribution of 511-keV photon interactions for a photon entering obliquely into an LSO array of 1 × 1 × 10 mm\(^3\) pixels. The Compton scatter interactions are the energy depositions seen off the line of entrance. Mispositioned crystal scatter events contribute to the tails of the response function (but not the FWHM) and represent approximately 25% of the detected events. The probability of crystal scatter is higher for relatively low-Z, lower-density crystals such as GSO and cadmium zinc telluride (CZT), where on average each incoming 511-keV photon produces approximately two interactions in the crystal (a scatter followed by a photoabsorption) but occurs significantly in higher-Z crystals such as LSO as well (see Table 1) when the crystal elements are small. In high-resolution PET systems crystal scatter out of small crystal elements can be a major source of event-positioning error, which in turn can degrade contrast and contrast resolution. Crystal scatter is not as much a problem in standard clinical systems with larger crystal elements (≥4 mm width), because a larger crystal is more likely to completely absorb the energy from two or more interactions.

The currently available position-sensitive PET scintillation detector, whether for clinical or preclinical scanners, uses light multiplexing in the scintillation crystal array [103] and/or charge multiplexing in the position-sensitive photodetector [104] or associated readout circuit [105], resulting in a few (typically four) readout channels. Such detectors have only 2D positioning capabilities. That is, they estimate the 2D photon interaction coordinates \((x,y)\) for each event by determining
the array crystal closest to the 2D weighted mean of the readout signals. Thus, the standard PET scintillation crystal detector designs in available small-animal PET systems [40–42, 45, 46, 65, 66, 102] cannot determine whether intercrystal scatter occurs within a detector module, because only an energy-weighted mean position is determined for each incoming photon event. Intermodule scatter events in standard detectors typically are rejected because the 511-keV energy window setting is applied to each module independently, thus reducing photon sensitivity. Because individual interaction coordinates and the corresponding energies deposited in multi-interaction photon events cannot be determined in the standard PET detector, the result is substantial positioning errors that translate to loss in contrast recovery.

Effects of random coincidences

As is the case for scatter coincidences, random coincidences can be a significant source of background counts and contribute to degraded contrast and less accurate quantification. For a PET system with random coincidence background rates, \( R_{ij} \) measured along any given LoR between any two crystal elements \( i \) and \( j \) with recorded single-photon rates \( S_i \) and \( S_j \), respectively, the rate of this background source may be estimated by the equation \( R_{ij} = 2\Delta tS_iS_j \), where \( \Delta t \) is the coincidence time window setting. Thus, to reduce the effects of background, the time window should be as narrow as possible, and the single-photon rates recorded throughout the system should be as low as possible. Analogous to the case for the energy window, if the coincidence time resolution is excellent, the coincidence time window setting can be narrow (but approximately twice the coincidence time resolution) without degrading photon sensitivity. The typical coincidence time resolution of commercially available systems is on the order of 2 ns FWHM [40–42, 45, 46, 65, 66, 102]. The random coincidences rate along each LoR also can estimated via measurement using the delayed coincidence window method [106] and subtracted on-line. A common figure of merit for SNR in PET in the presence of background events from tissue scatter and random coincidences is the noise equivalent count (NEC) rate [107], which, when using a method that analytically estimates random coincidences (“randoms”), is defined as the ratio of the true coincidence (“trues”) rate to the square root of the totals (trues + scatter + randoms) rate.

Is time-of-flight PET useful for small-animal PET?

Recently there has been renewed interest in the concept of time of flight (ToF)-PET because of the development of high-Z, high-density scintillation crystal systems that also achieve superior coincidence time resolution (≤ 1 ns FWHM) [108]. This excellent coincidence time resolution makes it possible to constrain each event and subsequent line projections performed during image reconstruction to a smaller region along each LoR. This constraint improves the SNR via the signal-to-background ratio in the image reconstruction process [109, 110]. The FWHM of the constrained line projection is \( \Delta f = c \times T_f/2 \) [111], where \( c \) is the speed of light and \( T_f \) is the FWHM coincidence time resolution. For example, if \( T_f = 500 \) ps FWHM, then the line projection is spread in a Gaussian distribution with FWHM = 7.5 cm centered on the estimated emission point. Such a ToF resolution does not itself provide adequate spatial resolution to avoid the need for the forward and backward line projection reconstruction methods, but the constraint does facilitate improvements in SNR because essentially more counts are placed in a smaller region along an LoR, which also can enhance contrast. The contrast improvement from ToF along any LoR is roughly equal to the square root of the ratio of the subject thickness along that line to the FWHM of the constrained line projection [111]. Thus, there is potential for significant improvement in SNR for imaging the trunk of the human body, perhaps by a factor of two to five, depending on subject size. For small-animal or dedicated organ imaging such as breast imaging, however, there is no improvement in SNR with the coincidence time resolution of current ToF-PET detector technologies because the size of the object under study is on the order of the size of the ToF line constraint (eg, ≤ 8 cm).

Promising future technologies for small-animal PET

This section presents what authors believe are promising new high-resolution PET technologies that are under development at various research centers around the world to address the presented challenges in advancing small-animal PET. These technologies have not yet been implemented into full systems. One advantage that small-animal PET has over its clinical counterpart is that, because the system is much smaller in size, promising new and exotic materials and methods may be investigated at a reasonable cost.

New strategies to increase the photon sensitivity

Geometrical arrangement of detectors

If one considers a point source placed at the center of the system with fixed transaxial and axial FoV
widths (Fig. 8A), arranging rectangular detectors into a four-sided polygon (ie, a square or rectangle) provides the highest sensitivity of all possible detector geometries [61]. Many photons undergo crystal scatter, and in general the four-sided system polygon has smaller gaps through which these photons can escape [61]. This fact is true for both small-animal and clinical system geometries, although for the latter the differences in photon sensitivity between a cylindrical and rectangular geometry are reduced because the system diameter, detector modules, and individual crystal elements are larger, and the inter-module gaps are smaller; therefore a lower fraction of scatter photons escape. If the corner gaps of the box-shaped system built from semiconductor CZT detectors are filled (see Fig. 8B), a significant additional boost in photon sensitivity is possible, resulting in approximately 19% center point source photon sensitivity for a very narrow 496- to 526-keV energy window [61]. Another advantage of the four-sided system is that it is relatively easy to design the system to allow movable heads with selectable FoVs to bring the detectors closer to the subject and accommodate subjects of different sizes, thus enabling a second additional boost in photon sensitivity by increasing geometric efficiency. Using detectors capable of measuring photon DOI [41,112–118], one can bring the detectors closer together for increased photon sensitivity, and hence enhanced image SNR, while mitigating parallax errors that blur spatial resolution (see Fig. 6). Another complementary method to improve the geometric efficiency, aside from moving the detectors closer to the subject contours, is to incorporate as large an axial span of detectors as possible, which is the approach used in certain new commercially available designs [47,50].

**Potential solution to the problem of reduced light collection efficiency as a function of crystal length (photon sensitivity) for small crystal elements**

Photon sensitivity also can be improved by increasing the effective crystal length (ie, the thickness seen by incoming photons), thereby increasing intrinsic detection efficiency. But high-resolution crystal rods, which must be very narrow, have poor light collection as their length increases, and nearly all available designs use relatively short crystals (approximately 10 mm) [40,42–44, 47,49,50,52,53,65,66]. A new scintillation detector configuration under study [68,119–121] incorporates thin photodetectors that read the light from the sides (Fig. 9B) rather than from the ends.
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**(A)** Five of the nine PET system polygon designs that were simulated to study photon sensitivity. All the simulated systems were constructed from rectangular detector modules to form a fixed transaxial and axial FoV. The green lines indicate example photon trajectories. The four-sided geometry (middle configuration) provides the most favorable distribution of gaps (four corner gaps) that minimizes loss of crystal-scattered photons, yielding an absolute photon sensitivity of greater than 15% for a point source of annihilation photons located at the center with an 8 × 8 × 8-cm³ FoV using 4-cm-thick CZT detectors. (B) With the corners filled, the absolute photon sensitivity increases to approximately 19%. (Adapted from Habte F, Foudray AMK, Ollcott PD, et al. Effects of system geometry and other physical factors on photon sensitivity of high-resolution positron emission tomography. Phys Med Biol 2007;52:3759; with permission.)
of each crystal (Fig. 9A). Because of its high scintillation light collection aspect ratio, this configuration yields the same high light collection efficiency (> 90%) independent of crystal length [68]. Thus, long crystals can be used to preserve high photon sensitivity while achieving high performance in other parameters that depend critically on the light signal (e.g., energy, time, and spatial resolutions). In this new design, a very thin photodetector is placed between crystal planes. The photodetector must be thin to preserve a good crystal packing fraction (the fraction of area seen by incoming photons that is covered by crystal). Extra-thin position-sensitive avalanche photodiode (PSAPD) photodetectors have been manufactured for these purposes (Fig. 10A) [120,121]. Further increases in packing fraction are accomplished using recently developed very thin (approximately 65-micron) polymer-based specular reflector material between crystals.

Compared with scintillation materials such as LSO and BGO, semiconductor CZT detectors have relatively low Z and low density (as in the GSO scintillator), and it is challenging to manufacture good-quality detectors thicker than 5 mm. Thus, to achieve high detection efficiency, the 5-mm thick detector slabs are arranged edge-on with respect to the general direction of incoming annihilation photons so that the photons traverse CZT material with a minimum thickness of 4 cm [61,122,123]. Because no intercrystal reflector is required in this CZT design, the crystal packing fraction is potentially much higher (> 99%) than for pixellated scintillation crystal designs, so fewer photons escape through gaps between crystals [61]. When a non-scintillating semiconductor crystal (e.g., CZT) PET detector technology is used (Fig. 10B) [61,122,123], light collection is not an issue, and the crystals can be configured with a greater than 99% intermodule packing fraction.

Fig. 9. Instead of the conventional scintillation array readout geometry (A), the enhanced scintillation light collection configuration (B) is achieved in an imaging array configuration using very thin semiconductor photodetectors placed in between crystal array layers. In the design shown, each scintillation detector layer comprises two crystal arrays coupled to two independent photodetectors. Each scintillation detector layer operates independently. In this arrangement, incoming photons encounter a minimum crystal thickness of 2 cm. Because the semiconductor photodetectors can be position sensitive, the latter design also facilitates a direct measurement of the 511-keV photon interaction depth to mitigate radial resolution blurring artifacts.
The new scintillation [68,119–121] and semiconductor [122,123] detectors under study for small-animal PET can position the 3D coordinates of photon interactions, enabling the use of relatively long (thick) crystals for high intrinsic efficiency in detection while mitigating other photon-penetration and scatter effects associated with thick crystals.

**Novel algorithmic approaches to recover single and tissue-scattered photons**

Using detectors capable of estimating the 3D coordinates of the individual interactions has the benefits of (1) eliminating parallax positioning errors to facilitate uniform spatial resolution throughout the system FoV and (2) providing a more accurate estimation of the first interaction for improved photon positioning and thus reconstructed spatial resolution. These 3D-positioning capabilities also have other benefits. Resolving individual photon interactions in the detector actually provides an opportunity to include background single and tissue-scattered photon events that normally are rejected from the PET data set, thus effectively increasing photon sensitivity [124,125]. By using more sophisticated image-reconstruction algorithms that incorporate the knowledge of the energy and location of individual interactions in the detector and the physics of Compton scatter, it may be possible to include (1) unpaired single photons [124] (normally rejected by the coincidence criteria) and (2) tissue-scattered coincidence photons [125] (normally reduced by photon energy discrimination) into the data set without loss of spatial resolution or contrast.

Depending on the system photon sensitivity, the number of single unpaired annihilation photons detected by the system can be an order of magnitude or more higher than the number of paired coincident photons (as is the case for standard clinical systems, because they typically have a relatively low sensitivity).
ratio of detector axial FoV to diameter). Also, the number of tissue-scattered coincident photons can be substantial, especially for clinical imaging, but even for rats [101]. Using a 250-keV energy threshold, tissue-scatter events can be >70% of all coincident photon events for PET imaging of the human thorax [126]. Thus, a method of including these normally rejected photons into the image reconstruction process without compromising spatial resolution and contrast [124,125] could, in effect, increase the photon sensitivity by an order of magnitude or more, greatly enhancing photon-counting statistics and thus SNR. To enable high-resolution reconstructions for the recovered single-photon data, the reconstructed coincidence photon image data were used as a prior. Preliminary data [125] show that by effectively increasing the counts in the reconstructed data set, the SNR (mean/vari- ance) is improved substantially without compromis- ing spatial resolution or contrast [124].

New strategies to enable increased spatial resolution

Approaches to avoid complex and expensive assembly of high-resolution detectors

One approach under investigation to address the bottleneck of higher-resolution systems requiring more complex scintillation crystal arrays is the use of semiconductor crystals such as CZT (see Fig. 10B) [61,122,123], instead of scintillation crys- tals (see Table 1). To achieve high photon sensitiv- ity, the semiconductor crystal arrays are arranged edge-on with respect to incoming photons. A similar design was implemented recently in a small-animal PET system using smaller cadmium telluride detectors [127]. In semiconductor crystals, a strong electric field is established across the crystal by ap- plying a relatively large potential difference on the two electrodes (anode and cathode) on either face of a monolithic crystal slab, as depicted in Fig. 10B. An incoming annihilation photon interacts with the atoms in the semiconductor crystal and creates electron–hole pairs, just as it would in an inorganic scintillation crystal. In the presence of the electric field, however, the electron–hole pairs are separated, drift toward opposite faces (electrons toward the anode, holes toward the cathode), and are detected directly. The motion of the charge induces signals on the respective electrodes that may be used to extract spatial, energy, and tem- poral information. Thus, semiconductor detectors directly sense the ionization signal created by the annihilation photon absorption and do not create, transport, and collect scintillation light [128,129].

In semiconductor detectors, fine spatial pixellat- ion is set by the segmented pattern of charge-collecting electrodes deposited on the crystal slab faces, rather than relying on cutting, treating, and assembling many miniscule crystal pixels. In the most common design, the anode plane is seg- mented into tiny square conductors (see Fig. 10B), the cathode is a continuous plane, and the x-y interaction coordinate is determined by the pattern of charge induced on the anode plane [130]. A less common design is to use a set of parallel, very thin linear strips across the anode and an orthogonal set on the cathode [131]. In this case the x-y coordinate of the interaction is deter- mined by the intersection of the strips on either side of the crystal slab that record a signal above threshold. In either case, to achieve high intrinsic spatial resolution, one deposits the electrodes with a pitch that matches the desired spatial resolu- tion (eg, 0.5 mm). The advantage of the cross-strip electrode design is that fewer electronic channels (2n versus n², where n is the number of readout electrodes) are required to achieve a given intrinsic spatial resolution than in the square pixel design.

Increasing the light signal available from small scintillation crystals

One approach under investigation [68,119–121] to increase light collection efficiency for high-resolution scintillation crystal designs is to read out the larger side faces of the long and narrow crys- tals (see Fig. 9B) rather than the small ends of the crystals (see Fig. 9A), thereby substantially improv- ing the light collection aspect ratio [68]. In this new geometry, (see Fig. 9B) with the photodetector plane generally edge-on with respect to incoming annihilation photons, the scintillation light collection is nearly complete (>95%), independent of indi- vidual crystal length, width, and surface treatment, as well as origin of the scintillation light [68]. These factors help achieve high energy and temporal resolution, in addition to high spatial resolu- tion, simultaneously. To accomplish this feat in an array, while maintaining high crystal packing fraction, very thin semiconductor photodetectors are configured between the crystal planes (see Fig. 9B). If the thin photodetector is position sensi- tive, the annihilation photon interaction depth may be measured directly as well [68,119–121]. Extra- thin PSAPD photodetectors have been manufac- tured for these purposes (see Fig. 10A) [120,121]. Because in this new crystal-photodetector configur- ation the light signal is the same, independent of crystal surface treatment, fine-ground “as cut” surfaces can be used to reduce crystal processing costs substantially.

Of course another design strategy that avoids the problem of lower light signals from small scintilla- tion crystal elements altogether is not to use them at all. The direct-detector approach [61,122,123], in
which semiconductors directly sense the charge in the form of electron–hole pairs created from absorption of an annihilation photon (see Fig. 10B), completely avoids the pitfalls associated with creation, propagation, and collection of scintillation light in minuscule scintillation crystals.

**Reducing the effects of photon penetration and parallax positioning error**

Measuring annihilation photon interaction depth may be accomplished with 3D-positioning detectors, that is, detectors that are capable of localizing the 3D interaction coordinates of the incoming photon. The standard PET block-detector designs used in small-animal PET [40–46] determine the 3D interaction coordinates of the incoming photon. That is, detectors that are capable of localizing the 3D interaction coordinates of the incoming photon may be accomplished with 3D-positioning detectors. The standard PET block-detector designs used in small-animal PET [40–46] determine the 3D coordinates of the energy-weighted mean of interaction locations but cannot localize or identify the individual interactions separately. A few small-animal PET detector designs have been built that enable the location of the third dimension of the interaction depth-resolution capability.

3D-positioning capability may be attained by segmenting the crystal fingers into arrays (see Fig. 9B). For nearly all incoming photon events, this design allows the 3D interaction coordinate(s) $(x, y, z)$ of individual interactions to be measured directly. That is, with this new detector design the individual photon interactions are each localized in 3D space, rather than just their energy-weighted mean as provided by most other scintillation detector designs.

In the cross-strip CZT design, the detectors are also arranged edge-on and provide the 3D coordinates of individual interactions. As stated, in the planes parallel to the electrodes, the $x$-$y$ interaction coordinate for an event recorded in any given slab is determined by the intersection of the signals recorded in the orthogonal strips. The third coordinate along the direction orthogonal to the cathode and anode plane may be determined using the ratio of the cathode-to-anode signal pulse heights [122,123,131]. Point-spread function measurements with the cross-strip detectors indicate that the resolution along the edge (parallel to the electrodes) is defined precisely by the pitch of the anode or cathode strip [122,123,130,131], depending on the direction in which the beam is translated. In the cathode-to-anode direction (orthogonal to the electrodes), the intrinsic resolution is below 1 mm FWHM [122].

To study the effect on image quality of resolving the photon interaction depth in a 3D-positioning detector, the authors simulated an $8 \times 8 \times 8$-cm$^3$ FoV box-shaped PET system built from the high-resolution $40 \times 40 \times 5$-mm$^3$ cross-strip CZT detectors and acquired a simulated PET acquisition of a high-resolution sphere phantom as a function of the detector resolution along the photon interaction depth direction. (The resolution of the other two coordinates was assumed to be 1 mm.) Fig. 11 shows the resulting reconstructed images. Because of the interaction depth-resolution capability, the spatial resolution is essentially uniform all the way out the edge of the system FoV (the detector aperture equals the useful FoV) but is noticeably more uniform near the edges of the FoV for the 3-mm (Fig. 11A) than with the 5-mm (Fig. 11B) depth-resolution capability.

**Potential solutions to address image reconstruction complexity for high resolution PET**

The use of 3D-positioning detectors further increases the computational challenges of high-resolution PET image reconstruction as described earlier. 3D-positioning detectors provide additional photon-depth positioning bins for each crystal element entered, giving the capability of photon interaction depth resolution, which mitigates parallax positioning errors and facilitates uniform spatial resolution. The third positioning coordinate also potentially enables a higher degree of spatial sampling to help recover signals that have high spatial frequency, provided that additional sampling is indeed required per the Nyquist-Shannon sampling theorem [132]. Using 3D-positioning detectors, however, increases the number of system LoRs or, alternately, the number of non-zero elements in the system response matrix by orders of magnitude. For example, PET systems with 3D-positioning detectors with resolutions of 1 mm or less are under construction [72,124,133] that contain up to 8 billion LoRs, and other such billion-LoR PET systems have been built [134]. With the increased photon sensitivity and better SNR proposed by these and other systems, resolution-recovery techniques can be used to reconstruct higher-resolution images. As a result, the number of image voxels has grown at a rate similar to the increase in the number of LoRs.

It is clear that robust, statistical-based image reconstruction algorithms, such as 3D OSEM, ideally with spatially variant response models, are needed to process this mass of data and recover the desired system spatial resolution with an acceptable SNR [64]. It also is clear that fast and memory-efficient line forward and backprojection operations are needed to process these enormous data sets and incorporate spatially varying
detector-response models and scatter-correction techniques [86]. Finally, processing algorithms whose complexity does not depend on the number of LoRs also are required to process efficiently the extremely sparse data generated by high-resolution PET systems with minimal memory storage requirements. Using list-mode processing [78–86], the computation time is independent of the number of LoRs in the system and instead is directly proportional to the number of counts in the data set. Because the photon sensitivity of PET systems continues to increase with ongoing advances, the system records more events for a given imaging study, and thus the computation time for list-mode processing also will continue to increase.

To explore ways to incorporate a resolution-blurring model, it will be more practical to implement it in list mode or histogram mode as opposed to sinogram mode. A sinogram bin is made of the contribution of many LoRs. The symmetries that were present in these LoRs might disappear in the resulting sinogram. The rotational invariance usually is preserved by sinogram binning, but the translational invariance is lost because sinogram storage assumes constant spacing of the projection lines. Maintaining translational invariance is quite important for some systems.

For example, box-shaped PET systems under development [124,133] have more translational invariance than rotational invariance. Exploiting all symmetries is very desirable because it greatly simplifies the task of modeling the blurring for each individual LoR. When images are reconstructed from data stored in list-mode format, it is possible to make use of all available symmetries of the system to accurately model the inherent system resolution blurring, because all data (e.g., 3D coordinates, arrival time, energy, and so forth) for every possible LoR are preserved. In addition, list mode facilitates the on-the-fly creation of resolution-blurring models because each list-mode element is a detector pair; in contrast, a sinogram bin can represent, for example, 200 LoRs, and thus needs a more complex model to represent the system accurately.

Most practical image-reconstruction problems do not enjoy a great amount of symmetry, but one is encouraged to make use of any available symmetry. The saving in computing time is well worth the extra care and coding. A polar image representation that allows one to preserve both in-plane and axial symmetries between the LoRs during the system matrix computation was proposed recently to address these issues. This proposal gives rise to

*Fig. 11.* Reconstructed sphere resolution phantom (1-, 1.25-, 1.5-, and 1.75 mm diameter with pitch equal to twice the diameter) acquired in a Monte Carlo–simulated PET system (8 × 8 × 8–cm³ FoV) built with a cross-strip CZT detector design [122,123], for two different photon interaction depth resolutions: (A) 3-mm and (B) 5-mm cathode strip pitch. To simulate realistic detector resolution, each interaction of each incoming photon event was binned to the center of the nearest 1 × 1 × Δd-mm detector voxel defined by the strip electrode pattern, where Δd is the photon interaction depth resolution (see Fig. 6). Images were reconstructed with 20 iterations of list-mode 3D OSEM [136]. Note that unlike most resolution phantoms, this one extends all the way out to the edge of the 8 × 8–cm transaxial FoV of the system defined by the detectors (see Fig. 8). For both depth resolutions, the spheres are well resolved all the way out to the FoV edge (better with 3-mm depth resolution), so that the useful FoV equals the detector FoV.
a system matrix having a block-circulant structure [135]. By storing only the nonredundant part of the block-circulant system matrix, memory requirements can be reduced by a factor equivalent to the total number of system symmetries.

New cost-effective, flexible, and powerful image-reconstruction hardware

Inexpensive, off-the-shelf graphics processing units (GPU), a mainstream technology present on graphics cards, are under study [136] to greatly accelerate (1) the two most elementary operations of iterative tomographic image-reconstruction algorithms, the line backprojection and the line forward projection, and (2) accurate modeling of the physical system response. Previous GPU implementations of forward and backprojection were limited to sinogram-based data sets without system modeling and were performed on the old generation of nonprogrammable GPUs [137,138]. The new generation of fully programmable GPUs is under investigation [136] to support the development and drastically accelerate advanced image reconstruction algorithms that incorporate an accurate system model and scatter correction to facilitate the highest spatial resolution and quantitative accuracy. The use of GPUs is particularly practical for image reconstruction because most workstations already have a high quality graphics processor for rendering volumetric images.

Presently, GPUs are more than an order of magnitude faster than CPUs (Fig. 12): An Intel Pentium IV (Intel Corporation, Santa Clara, California) has a theoretical peak performance of 12 billion floating-point operations per second (12 GFLOPs); the NVIDIA GeForce 7900GTX GPU (NVIDIA Corporation, Santa Clara, California), a 2005 technology, has a peak performance of about 200 GFLOPS, higher by almost a factor of 20. GPUs are characterized by extremely high processing parallelism, fast clock-rate, high-bandwidth memory access, and built-in optimized geometric functions. These characteristics make them particularly well suited for on-the-fly schemes with low memory profiles and high computational requirements. The highly distributed and parallel architecture has allowed GPU performance to increase at a much faster rate than CPU performance. GPUs roughly follow Moore’s law squared (see Fig. 12), and so today’s difference in performance between GPUs and CPUs—an order of magnitude for similarly priced CPUs and GPUs—will be even greater in years to come. Finally, GPU-based software will be easily updateable, portable, and maintainable. Because GPUs are designed to handle highly parallel geometric computations, shifting most of the algorithm computations from the CPU to the GPU dramatically accelerates list-mode iterative image reconstruction.

Implementation of 3D OSEM on the GPU is challenging because the graphics programming interface was not designed originally for general-purpose computation. It turns out that the two most computationally expensive operations of list-mode 3D OSEM (line backprojection and line forward projection) can be reformulated as pseudorendering tasks that can be run extremely efficiently on the GPU [136]. The preliminary implementation of the list-mode 3D OSEM algorithm on the GPU is more than 40 times faster than an equivalent implementation on a state-of-the-art CPU [136]. Thus, the GPU provides a hardware solution that is highly efficient in dealing with the increasing complexity of high-resolution PET image reconstruction because its computational power is roughly equivalent to that achieved with a 40-CPU cluster but with a cost equivalent to that of a single CPU.
New strategies to enhance contrast and contrast resolution

Reducing the effects of photon scatter in tissue

Consider a PET system design that uses the described LSO PSAPD scintillation detectors with \( \leq 12\% \) FWHM energy resolution (see Fig. 10A) [120,121]. With a 450- to 575-keV (24\%) energy window centered at 511 keV, this system will have a fraction of accepted events to comparable that of a PET system which has 25\% or greater energy resolution [40–42,43,46,65,66,102] and uses a 350- to 650-keV (59\%) energy window. With a 450-keV lower energy threshold, however, Compton scatter kinematics (see Equation 3) dictates that only photons that scatter at 30\° or less are accepted into the data set. For a system that uses a 350-keV threshold, all photons that scatter 68\° or less are accepted into the image data; compared with the 450-keV threshold, there will be significantly higher random and scatter contamination and thus inferior lesion contrast and quantitative accuracy. One advantage of CZT is its superior energy resolution, measured to be less than 3\% FWHM at 511 keV [122,123]. Thus, a CZT-based system should require only a very narrow 496- to 526-keV (6\%) energy window centered on 511 keV for best photon sensitivity. With a 496-keV lower energy threshold, only the relatively small fraction of photons that scatter at less than 14\° would be accepted into the data set, enabling further reduction of photon tissue scatter.

Reducing positioning errors from photon Compton scatter in crystals

High-resolution, 3D position–sensitive detectors can reduce the impact of crystal scatter on positioning errors. Because 3D-positioning detectors are capable of recording the 3D coordinates and energy deposition for every interaction, it is possible to use more intelligent positioning algorithms to better estimate better the line of entrance of an incoming photon and mitigate the effect of positioning errors caused by crystal scattering [139]. Such positioning algorithms may incorporate the physics of Compton scatter and/or a probabilistic formalism such as maximum likelihood to estimate the first interaction location. Fig. 13 shows the results of image reconstruction from a simulated PET acquisition of the sphere resolution phantom in a PET system built from high-resolution 3D-positioning CZT detectors [136,139]. In these data, the coordinates of the first interaction in multi-interaction photon events was estimated using (1) the standard weighted-mean positioning over all interactions and (2) a more intelligent but simple algorithm that estimates the interaction location closest to the weighted-mean position of the second annihilation photon interacting in the system. As seen in Fig. 13, the latter algorithm, which requires a 3D-positioning detector, greatly reduces the effect of crystal scatter on resolution compared with the weighted-mean approach [139].

Reducing the effects of random coincidences

Because of relatively low activity within the FoV (eg, < 37 MBq) small-animal PET systems typically do not suffer immensely from high random coincidence rates. Besides further improvements in coincidence time resolution, the effects of randoms also can be reduced by applying a narrow energy window to reject single photons that have scattered and that would normally have contributed to the random coincidence rate. Because the random photon coincidence rate increases roughly as the square of the detected single-photon rate, a narrow energy window can be quite helpful in reducing randoms. Fig. 14 shows results of tissue scatter, randoms, trues, totals (trues + scatter + randoms) and NEC rates from simulating a mouse-sized phantom (a cylinder 2.5 cm in diameter and 7 cm in length) in a PET system built from the high-resolution CZT detectors described in the previous section. Because the formation of a signal in a CZT detector relies on the propagation of charge, rather than light, the coincidence time resolution is much worse for CZT than for scintillation detectors. The simulations assumed 8 ns FWHM coincidence time resolution as measured in experiments [122]. Because of the superior energy resolution and very narrow energy window setting (eg, 6\% or 496–526 keV), however, a high fraction of the tissue-scattered single (unpaired) photons contributing to the random coincidence rate were rejected. Because the CZT system has high energy resolution, allowing the use of narrow energy window settings without compromising photon sensitivity, the random coincidence rate for the mouse phantom is low, and a relatively high peak NEC is achieved, even though the coincidence time window setting is relatively wide (16 ns) compared with that used for available scintillation crystal systems (approximately 6 ns) [47–52].

Instrumentation and algorithms for combining PET with other imaging modalities

The arguments for combining multimodality data in the context of clinical imaging also hold for preclinical imaging where the potential advantages of combining anatomic and functional imaging have been well recognized by biomedical researchers. Multimodality molecular imaging has become an essential tool for the development of new tracers,
to study the molecular pathways of disease (including factors such as gene expression) in living subjects, and to test new therapeutic approaches in animal models of human disease. Multimodality imaging, however, requires robust registration of images generated by various modalities. In response to these concerns, several investigators are developing various approaches specifically designed for imaging small animals that allow one to combine the power of PET with other imaging modalities such as x-ray CT, MR imaging, and optical imaging (OI) [140].

Software-based approaches

A substantial number of techniques have been proposed to achieve the goal of multimodal medical image registration [141,142], but image-registration algorithms widely used in clinical studies have not been well characterized in the small-animal setting. A few investigators focused...
on the utility of popular image-registration techniques in various scenarios and using different imaging technologies and reported various degrees of success [143–149]. Some techniques rely on the use of external fiducial markers to aid the registration process, whereas other approaches rely on fully automated algorithms that do not involve user interaction. Current state-of-the-art image-registration techniques allow automatic image registration through a rigid body transformation (eg, using mutual information-based criteria), thus ignoring organ deformation (eg, that caused by respiratory motion). There also has been substantial progress in nonrigid registration algorithms that can compensate for perceived organ deformation for different imaging modalities or can align images from different subjects [150]. Despite the progress made during the last few years, however, many image-registration problems remain unsolved, particularly for small-animal imaging, and image registration is likely to continue to be an active field of research in the future.

**Hardware-based approaches**

The limitations of the techniques discussed in earlier sections led to the development of hardware approaches that rely on the use of specially designed, custom-made imaging chambers that can be rigidly and reproducibly mounted on separate preclinical scanners (eg, PET and CT). For example, a 3D-grid phantom with 1288 lines was combined with the imaging chamber to derive the spatial transformation matrix from software registration using a 15-parameter perspective model [151]. The average registration error between PET and CT mouse bone scans is less than 0.335 mm. The reproducibility and robustness of the system allows the use of CT images for accurate attenuation correction of the PET data, thus enabling quantitative accuracy [152].

The advantages of the integrated dual-modality imaging systems that are available for clinical applications also are being investigated as a means of facilitating biologic research, especially research involving small animals such as mice and rats [97,153]. Although most commercial dual-modality systems have been configured as single-photon emission computed tomography (SPECT)/CT or PET/CT scanners, several investigators proposed and in some cases have implemented and tested prototype dual-modality systems that combine various imaging technologies such as SPECT and PET [45], PET and OI [154–158], and PET and MR imaging [159–170]. Moreover, efforts to develop triformal preclinical systems integrated in a single gantry including SPECT/PET/CT [62] and SPECT/PET/OI [171] also are under way.

The YAP-(S)PET scanner described previously allows both PET and SPECT studies to be performed on small animals [45]. Operating the scanner in single-photon mode using the same detector configuration is made possible by mounting a high-resolution parallel-hole collimator in front of each detector module. Likewise, the demand for functional and molecular imaging of small animals using single-photon emitters has stimulated the development of dedicated small-bore high-resolution SPECT systems for imaging mice, rats, small primates, and other mammalian species [172]. Several groups have developed combined SPECT/CT systems designed specifically for small-animal imaging. The most successful designs combine stationary SPECT systems using multi-pinhole collimation techniques [173] with multiple compact detectors having both improved geometric efficiency and a high level of intrinsic spatial resolution including the use of very small scintillator elements read out by position-sensitive or multichannel PMTs or solid-state detectors [174,175]. Trimodality imaging that allows one to combine three modalities and record quasi-simultaneously complementary information gathered from SPECT, PET, and CT might offer many advantages in some situations. One example of such a system is the FLEX Triumph system commercially available from Gamma Medica-Ideas, Inc. [176]. It has been argued that the APD-based detector module proposed by Saoudi and Lecomte [177] is particularly attractive for the design of compact multimodality (PET/SPECT/CT) imaging systems.

Despite the widespread interest in dual-modality imaging, only a few PET/CT prototypes have been developed [44,178–180]. Excellent microCT images of live animals are being obtained using cone-beam x-ray CT imaging and reconstruction [181]. The group at the University of California, Davis (UC Davis) developed a microCT/microPET dual-modality small-animal imaging system for anatomic and molecular imaging of the mouse [178]. The microPET detectors use an LSO scintillator coupled through a fiberoptic taper to a position-sensitive photomultiplier tube. These detectors are placed on opposite sides of the animal with the annihilation photons from the positron emission detected in coincidence. The system also includes a microCT system having a microfocus x-ray tube and an amorphous selenium detector coupled to a flat-panel readout array of thin-film resistors [182]. The same group also has developed a novel microCT scanner based on photodiode detectors that has a flexible C-arm gantry design with adjustable detector positioning, which was integrated with the microPET II scanner [66,183]. Among the objectives set were the possibility of PET...
scanning with high sensitivity and high spatial resolution combined with low-dose CT to provide an image quality suitable for anatomic localization and correction of attenuation [180].

The LabPET scanner developed by the group from the University of Sherbrooke and brought to market by Gamma Medica-Ideas, Inc., is being enhanced by the addition of an advanced CT capability that allows anatomic images to be acquired using the same detector channels and electronics. PET and CT scanning can be performed simultaneously. Individual x-ray photons can be discriminated and counted in CT mode [44,179] by sampling the analog signal using high-speed analog-to-digital converters and digital processing in field-programmable gate arrays. The parallel architecture and fast digital processing allow high count rates for both PET and CT modes, whereas the modularity of the system design allows the number of channels to be extended up to 104 or more.

Sensitive cooled charge-coupled device cameras, which detect emitted light from fluorescent/bioluminescent probes within a living organism, have shown their potential in imaging pathologic changes in in murine models of human disease (eg, infection, cancer) [140]. A few research groups are pursuing the goal of combining tomographic bioluminescence and radionuclide emission imaging to record optical and emission tomography signals [140,156,157,171,184,185]. One such design is the combined optical-PET system being explored by the group from UCLA, in which the scintillation crystal array plays the dual role of coupling the optical signal from bioluminescence/fluorescence to the photodetector and of channeling optical scintillations created from the annihilation photon interactions [156,157]. The PET scanner consists of a hexagonal configuration of six detector blocks with an inner radius of 15.6 mm. Each detector consists of a 2D array of 8 × 8 scintillation crystals, each measuring 2 × 2 × 10 mm³, read out by multichannel PMTs [184,186]. Extensive Monte Carlo simulations were performed to study the feasibility of the concept and assess the effect of various geometric parameters on the performance characteristics of the system [185]. The simulation results were useful for identifying methodological challenges that need to be addressed before the practical realization of the system can be achieved.

A combined MR/diffuse OI system for dual-modality imaging of small animals was developed by integrating a multispectral frequency domain diffuse optical tomography system with a 4T MR imaging system [158]. This integration is achieved by incorporating a fiber adaptive interface inside the MR magnet. A special probe design using external fiducial markers allows accurate image registration to be performed. The diffusion equation is worked out through a finite-element algorithm guided by a priori knowledge gained from MR imaging.

A trimodality (SPECT/CT/OI) small-animal imaging system also is being developed at the German Cancer Research Center in Heidelberg, Germany [171,187]. The SPECT component consists of a compact detector consisting of a 2 × 2 array of PSPMTs connected to a 66 × 66 array of opto-decoupled 1.3 × 1.3 × 6-mm³ thallium-doped sodium iodide crystals. The optical subsystem consists of a high-resolution charge-coupled device (CCD) camera containing a progressive-scan interline CCD chip. Various laser sources, selected by wavelength and light power requirements, can be mounted on the gantry. The CT component uses an x-ray tube having a 35-μm focal spot size and a cone angle of 24°, whereas the x-ray detector consists of a 49.2 × 98.6–mm² gadolinium oxide sulfide (Gd2O2S) scintillator screen placed in direct contact with a complementary metal oxide semiconductor (CMOS) photodiode array with a sensor pixel size of 48 μm. The modular design allows the subsystems to be mounted on a common gantry, thus enabling a wide range of applications to be performed.

Early attempts to design MR-compatible PET units were made at the University of Minnesota in the 1990s [188–190]. This effort was followed by a close collaboration between UCLA and Guys and St. Thomas Hospital, London [160,161]. It soon was realized that several important challenges must be overcome in implementing and operating a combined PET/MR imaging system using conventional PET detectors. Virtually all clinical PET detectors use PMTs whose performance can be seriously affected in the presence of magnetic fields significantly smaller than those produced by modern MR imaging scanners. This interaction is especially problematic in an MR imaging scanner that relies on rapidly switching gradient magnetic fields and radiofrequency (RF) signals to produce the MR image. The presence of the magnetic field gradients and RF signals certainly could disrupt the performance of a PMT and PET detector if they were located within or adjacent to the magnet of the MR imaging system. Similarly, the operation of the MR imaging system relies on a very uniform and stable magnetic field to produce the MR image. The introduction of radiation detectors, electronics, and other bulk materials can perturb the magnetic field and RF pulses in a way that introduces artifacts in the MR image.

Despite these challenges, several research groups are investigating ways to integrate a PET system directly in an MR imaging scanner by designing detectors made from nonmagnetic materials that
can be placed within the magnetic field of an MR imaging/MR spectroscopy system. A few European (University of Tübingen, Germany, and the University of Cambridge, UK) and several North American (California Institute of Technology and UC Davis; West Virginia University; Jefferson Lab in Newport News, Virginia; Stanford University; Brookhaven National Laboratory; and the University of Western Ontario) institutions are active in the field, and there are clear indications that large companies in the United States (apart from Siemens Medical Solutions) are developing innovative approaches for combined PET/MR imaging. For example, the UCLA group developed a 3.8-cm ring of small scintillator crystals that was placed in the MR imaging system for PET imaging [160,161]. The crystals were optically coupled through 3-m-long fiberoptics to an external array of position-sensitive photomultiplier tubes and could be read out through external processing electronics. By keeping the radiation-sensitive elements of the detector within the MR system, and operating the detectors and electronics away from the magnetic field, the combined system could perform simultaneous PET/MR imaging without measurable mutual interaction effects. The same group also performed simultaneous PET/MR imaging with a larger detector ring (5.6 cm in diameter) using the same design [160,161]. Their collaborators at Kings College, London, placed the system inside a 9.4-T nuclear magnetic resonance (NMR) spectrometer to study metabolism in an isolated, perfused rat heart model. 32P-NMR spectra were acquired simultaneously with PET images of 18F-fluorodeoxyglucose (FDG) uptake in the myocardium [191,192]. The investigators planned to extend this concept to develop an MR-compatible PET scanner with one ring of 480 LSO crystals arranged in three layers (160 crystals per layer) with a diameter of 11.2 cm corresponding to a FoV 5 cm, large enough to accommodate an animal within a stereotactic frame [160]. The light loss through a fiber 3.25 m long was reported to be close to 70% [162] and to be approximately 90% for a length of 2.5 m [168]. It is argued, however, that the number of scintillation photons is sufficient to determine the position of interaction within the detector block accurately. As reported by Zaidi and Alavi [193], other approaches based on conventional PMT-based readout and conventional PET detectors use either the same principles [166,194] or rely on more complex magnet designs, including a split magnet [164] or field-cycled MR imaging [195].

More recently, other investigators have proposed PET/MR imaging systems configured with suitable solid-state detectors that are insensitive to magnetic fields and consequently can be operated within a magnetic field for PET imaging. Some groups have tested APDs and silicon PMTs (SiPMs) within a high magnetic field and have produced PET and MR images that seem to be free of severe artifacts and distortion [163,165,170]. Silicon PMTs are good candidates for the design of combined PET/MR scanners [196] because they allow a significant reduction in the electronics required inside the MR imaging device [197].

The latest version of the PET/MR system developed at the University of Tübingen (Fig. 15), following major improvements of the initial design [163], consists of detector modules comprising a 12 × 12 LSO scintillator array (1.6 × 1.6 × 4.5 mm3), a 3 × 3 APD array, and custom charge-sensitive preamplifier electronics, located within a thin copper-shielded housing [165]. The multiring PET scanner comprises a total of 10 LSO-APD detector modules with an axial and transaxial FoV of 19 mm and 40 mm, respectively, to produce 23 slices with a slice thickness of approximately 0.8 mm. The signals emanating from the 10 detector modules are read out and processed with dedicated PET electronics (Siemens Medical Solutions, Knoxville, Tennessee). The housing was designed to reduce potential interference with basic components of the 7-T ClinScan animal MR imaging scanner (Bruker BioSpin MRI, Billerica, MA) including the magnetic field, field gradients, and RF receiver/transmitter electronics. The PET insert is introduced between the gradient and the 35-mm RF coil of the MR imaging scanner (30-cm bore). The functional FoV of the combined PET/MR imaging system is 19 mm in the axial direction (limited by the detector modules of the PET subsystem) and 35 mm in transaxial direction (limited by the diameter of the RF coil). Nevertheless, the FoV is large enough to allow imaging an entire mouse brain/heart or even large tumors of mice or small rats. There is no mutual interference between PET and MR imaging when operated simultaneously, even when more demanding MR sequences such as echo planar imaging are used for functional MR imaging [165,198]. Moreover, NMR spectroscopy is feasible in parallel with PET data acquisition [194,198].

A contemporaneous PET/MR imaging scanner based on the technology used for the newer version of the Rat Conscious Animal PET (RATCAP), a complete 3D tomograph designed to image the brain of an awake rat [199], that incorporates the PET system into an integrated, compact arrangement of LSO/APD arrays with highly integrated electronics is being developed at Lawrence Berkeley National Laboratories [200]. The PET detector modules would be positioned around the exterior of the RF pickup coil of the MR imaging scanner. The system would
be configured to fit within a radial distance of approximately 3 to 4 cm outside the RF coil and would be arranged to have a fairly small number of cables pending out of the bore of the MR imaging scanner.

There is still scope for innovative designs of combined PET/MR units, and, given the enthusiasm and creativity of the groups involved, the future of this technology is undoubtedly bright [201].

Quantification of small-animal PET data

Quantification provides the direct relationship between the activity concentration measured in vivo in organs/tissues and the underlying physiologic or pharmacokinetic processes occurring in the structure of interest [202]. It links the variation in the activity concentration over time to physiologically relevant quantitative parameters such as the regional cerebral glucose metabolism (rCGM), regional cerebral blood flow, or concentrations of receptors or other binding sites. Absolute quantification generally requires accurate measurement of activity concentrations in arterial blood, which provides the input function to the kinetic model using more advanced blood sampling devices [203,204], although blood sampling–free techniques that rely on population-based input functions, extraction of the input functions from the images, and other more complex approaches are being explored by several groups [205]. The common goal of these techniques is to develop tools for producing quantitative regional estimates of physiologic or pharmacokinetic parameters from dynamic radiotracer studies. These techniques are reviewed elsewhere in this issue by Bentourkia and Zaidi [206] and are not repeated here. To take full advantage of the quantitative capabilities of PET imaging, data normalization [133,134,207] and object-specific correction of background (randoms) and physical degrading factors such as attenuation [208], scatter [101], partial volume [99], and motion [209], must be performed before reconstruction or incorporated within advanced iterative image reconstruction techniques.

Within the particular context of small-animal imaging, many aspects need to be addressed when image quantification is the target. Among these considerations are animal handling and preparation [210], the mode and type of anesthesia administered [211], and the mass of the injected tracer [212]. Anesthesia generally is used to eliminate motion artifacts during scanning, but it strongly affects the neurologic state of the animal and precludes the use of PET to study the brain during normal behavior in the usual living environment of the animal [199,211]. The effect of dietary conditions, mode of anesthesia, and ambient temperature on the biodistribution of \(^{18}\)F-FDG and tumor glucose metabolism in mice was assessed with the aim of proposing PET scanning protocols that optimize visualization of tumor xenografts [210]. It was...
found that fasting and warming the animals before injection and during the uptake period significantly improved tumor visualization. Likewise, anesthesia should be selected carefully for tumor-bearing mice [210] and for absolute quantification of rCGM [213]. Moreover, computation of rCGM from 18F-FDG data in hyperglycemic animals may require alternative rate and lumped constants [213]. It also has been demonstrated that if the specific activity of some tracers and/or the sensitivity of small-animal PET scanners are not improved compared with clinical studies, small-animal imaging will not depict the “true” tracer distribution accurately [212]. This is particularly true in the case of low-density binding sites such as receptors where the increased mass injected might saturate the receptor and lead to physiologic effects and nonlinear kinetics.

Several studies reported on the assessment of the quantitative capability of small-animal PET studies [207,213–217]. For example, Fahey and colleagues [214] reported that the microPET P4 scanner provides accurate quantitation to within 6% for features larger than 10 mm. In addition, 60% of object contrast was preserved for features as small as 4 mm. The development of tracer-specific small-animal PET probabilistic atlases [218] correlated with anatomic (eg, MR imaging) templates will enable automated volume-of-interest or voxel-based analysis of small-animal PET data with minimal end-user interaction [219]. One such software tool was developed by Kesner and colleagues [215] to enable the assessment of the biodistribution of PET tracers using small-animal PET data. This assessment is achieved though nonrigid coregistration of a digital mouse phantom with the animal PET image followed by automated calculation of tracer concentrations in 22 predefined volumes of interest representing the whole body and major organs. The development of advanced anatomic models including both stylized and more realistic voxel-based mouse [220–223] and rat [224] models obtained from serial cryosections or dedicated high-resolution small-animal CT scanners will help to support ongoing research in this area [225].

**Biomedical applications of preclinical PET**

During the first days of their inception, the role of small-animal PET scanners was rather unclear and controversial [226]. It later was recognized with a more pronounced enthusiasm that this technology is essential for molecular imaging–based biomedical research [29,227,228]. The limited number of studies involving small-animal imaging on large-bore clinical PET scanners has established clearly the need for dedicated small-animal PET units, particularly to enhance the detectability of small tumors in tumor-bearing mice [229,230]. An impressive literature exists on the use of PET in animal research, ranging from the mouse up to the monkey. A comprehensive overview of published literature is beyond the scope of this article. Dedicated high-resolution small-animal PET scanners have been used in a wide variety of fields including tracer development [231,232], drug discovery [233–236], development of therapeutic targets and targeted therapies [237,238], and many other applications [239].

Murine models now have an essential role in formulating modern concepts of mammalian biology and human disease and provide biomedical researchers with a realistic means of developing and evaluating new diagnostic and therapeutic techniques [6,240,241]. In addition, transgenic and knockout techniques now are available for manipulating the genome in a way that allows biologists to tailor animal models that accurately recapitulate biologic and biochemical processes in the human. Mouse models now are available that allow investigators to study the development of tumors in mice in a way that represents virtually all major human cancers, including those of the lung [242,243], gastrointestinal system [244,245], nervous system [246], breast [247,248], liver [249], prostate [250,251], pancreas [252], reproductive system [253], and metastases [149]. Similarly, in cardiovascular research [254–256], animal models are important for studying the hormonal pathways involved in the regulation of hypertension and hypertension therapy [257,258], cardiac electrophysiology [259,260], mechanisms of apoptosis [249,261], effects of exercise [262], lipid metabolism and insulin sensitivity [263,264], atherosclerosis [265,266], and angiogenesis [265,267]. Likewise, the prospective impact of molecular imaging in many aspects of neuroscience research is well established [268]. The role of transgenic and knockout mice in biomedical research now has become profound and widespread, and transgenic animals (mice and rats) now can be designed and created in a way that offers almost unlimited possibilities for addressing questions concerning the genetic, molecular, and cellular basis of biology and disease [240,269,270].

With the ever-increasing number and importance of human disease models, particularly in rodents (mice and rats) [240,269,270], the potential of high-resolution PET instrumentation to contribute unique information is becoming apparent to many researchers. Radionuclide imaging can be performed using in vitro autoradiography. This technology offers exquisite spatial resolution but is extremely
time consuming and labor intensive, particularly when large volumes of tissue need to be sliced, exposed, and digitized. Unlike autoradiography, however, PET can deliver functional and kinetic data from large volumes of tissue (in some cases the entire animal), with results available within minutes of the end of the study. PET also offers the critical advantage of providing functional information noninvasively, so each animal can be studied repeatedly. Thus each animal can serve as its own control in studies with a longitudinal design. Some animal models (particularly those involving pharmacologic or surgical intervention) can exhibit high variability from one animal to another, thereby strongly supporting study designs in which disease progression or therapeutic response must be followed in an individual animal. The development of animal models often involves a large investment in time and expertise (particularly for transgenic animals and study of gene therapy protocols). In these cases, researchers would welcome a tool that can assess biologic function noninvasively to reduce study costs and to improve statistical power with limited numbers of animals because an individual animal can serve as its own control.

The use of PET for biologic research in small animals presents several challenges beyond those faced in clinical faculties. First, small-animal imaging typically is used in a research laboratory rather than a medical clinic. Therefore, the PET unit should be reliable, easy to use, and relatively low cost. Second, small-animal PET imaging must achieve millimeter, and ideally submillimeter, spatial resolution to detect small lesions including micrometastases. Finally, a high level of detection efficiency is needed to allow procedures to be completed within the 1 hour during which the animal can be anesthetized safely. Excellent detection efficiency also minimizes the amount of radiopharmaceutical needed for the study and limits the radiation dose.

The radiation dose delivered to animals is one of the critical issues in preclinical imaging. It can be very high, depending on the experiment, and should be monitored carefully because it might change tumor characteristics, induce significant biologic effects (thus changing the animal model being studied), or even cause death [271,272]. The same caveats apply to other imaging modalities such as CT [223], particularly when performed using multimodality imaging systems in which the resulting absorbed dose is the sum of the individual contributions of each modality. Although much worthwhile effort has been devoted toward the assessment of the radiation dose delivered to human subjects, few research studies have addressed this issue for small animals [223,224,271,273].

### Summary and future directions

PET technology has not yet reached its performance potential. There are still substantial improvements to be made in the ability to visualize and quantify subtle signatures associated with molecular-based disease processes within a population of cells residing inside a living subject. This article has focused on describing the challenges faced by preclinical high-resolution PET system design and a number of new technologies under investigation. If successful, these advances will improve PET’s ability to visualize and quantify low concentrations of the desired signal.

The basic system performance parameters that have been targeted for improvement are photon sensitivity, spatial resolution, energy resolution, and coincidence time resolution. The latter two parameters affect the contrast and contrast resolution, and all performance parameters affect the attainable molecular sensitivity.

If successful, the imaging system technologies described in this article could lead to an order-of-magnitude increase in the molecular sensitivity of PET. If this hypothetical order-of-magnitude enhancement in molecular sensitivity were implemented in a preclinical PET system, it would enable the measurement of lower concentrations of signal associated with new probes, targets, and assays under study to understand and quantify subtle signatures of molecular-based disease processes and to guide the discovery and development of novel molecular-based treatments. In the clinic, such new technologies would be important to enable physicians to visualize and quantify smaller congregations of diseased cells emitting signal, which could impact the detection of earlier signatures of disease or its recurrence.
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