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Abstract

We are developing a hand-held imaging probe intended for intra-operative use. This probe is to be used after the bulk of a tumor has been removed. It will locate residual malignant tissue labeled by a pre-operative injection of a tumor-seeking radiopharmaceutical. The device presented here is a prototype system that consists of a 4 x 8 array of 925µm diameter plastic scintillating fibers. The imaging array is coupled to Visible Light Photon Counters (VLPCs) via 2 meters of optical fiber. We have obtained an intrinsic spatial resolution of < 1.0 mm with a highly collimated beta source, and a 2.0 mm resolution with a 1 mm, uncollimated source. Standard deviations of the relative gain and sensitivity over the 32 imaging elements were found to be 9.6% and 11.7% of the mean, respectively.

I. INTRODUCTION

The primary mass of a brain tumor is readily identified during surgery, but the boundaries, small extensions into normal tissue and small pieces of isolated tumor are difficult to determine precisely. The removal of residual tumor is very important to the recovery of the patient as even small amounts of tumor can lead to rapid reoccurrence of the disease [1-2]. It is equally important, and considerably more difficult in the brain, to avoid removing excess tissue that may be supporting vital functions. The current technique of multiple biopsies during surgery is time consuming and generally under-samples the tissue bed.

We are developing a hand-held, imaging scintillation camera (imaging probe) to be used during surgery. The design goal is an imaging device that covers an area on the order of 1-2 cm² with intrinsic spatial resolution of the order of 1 mm. We focus on an imaging device because an imager can distinguish between concentrations of high activity and a large background in a single measurement. A single detector element (i.e. a non-imaging probe such as reference [3] with ~3 mm resolution) is too small to cover the entire tissue bed in a time compatible with surgery.

The probe will image distributions of radiopharmaceuticals that infiltrate the tumor at a significantly higher fraction than normal tissue. A promising candidate is ¹⁸F-fluorodeoxyuridine (FDUR) which is reported to have a high tumor to tissue ratio [4-7]. This particular radiopharmaceutical allows diagnosis with PET to verify the location of the tumor and uptake of the FDUR. Then, during surgery, the imaging probe detects the positrons themselves instead of the 511 keV annihilation photons. This requires a detection system that is transparent to gamma radiation while remaining sensitive to betas. Due to the limited range of betas, only surface or near surface activity will be detectable. Because of this factor, the surgeon can be confident that the malignant tissue is near the surface and not another, deep lying source. In this work we investigate the properties of the scintillator, fiber optics, and photon detector that will influence the performance of an imaging probe.

II. PROTOTYPE IMAGING PROBE SYSTEM

A diagram of the system utilized for the measurements in this work is shown in Fig 1. Plastic scintillating fibers form the detector array, which are then coupled to clear optical fibers which in turn coupled to Visible Light Photon Counters, or VLPCs.

![Diagram of the beta imaging intra-operative probe system](image_url)
A. Scintillating and Optical Fibers

The fiber optic bundle allows the concept to work by providing a light, flexible signal path to the relatively bulky VLPCs, designated HISTE-IV (Rockwell International Science Center) [10,13-15]. VLPCs are silicon-based solid state photon detectors with high quantum efficiency and large gain. At the emission wavelength of 3HF the quantum efficiency is between 60-70%. The VLPCs have a fast rise time (<10 ns), operate continuously, have low power requirements (~1μW, -6.5 V operating voltage) and a gain of over 10^4. To achieve this sensitivity thermal noise must be suppressed by cooling to 7 degrees K. This is accomplished by operating the VLPCs in the vapor of a liquid helium dewar (Fig. 1).

Special cryostat cold-finger cassettes house the VLPCs. In our cassette, 4 linear arrays of 8 VLPCs, 1 mm in diameter each, are mounted in the cold-finger that will be inserted into a super-insulating dewar containing liquid helium. Fiber optics (Sect. II A) lead from the top of the cassette and are epoxied in position about 75μm from the surface of the VLPCs. Repeated tests have shown that thermal cycling of these fibers causes no ill effects. Fine leads carry the VLPC signal up and out of the cold-finger where connections to preamplifiers are made.

C. Data Acquisition Hardware

The VLPC signals are fed into fast, transimpedance preamplifiers (QPA02, [16]). The preamps have two output signals; one set goes to an analog OR circuit with the output delivered to a NIM discriminator. The discriminator supplies a trigger to a Fastbus ADC (LeCroy model 1885F) where the other set of preamp outputs is digitized (Fig. 1). The Fastbus is controlled with Lift3 software (LeCroy) on a PC.

III. SPECTRAL ANALYSIS

One of the difficulties in characterizing the imaging probe is the establishment of an energy calibration to allow a valid normalization of the gain and sensitivity of each element. The energy spectrum of a beta emitter is a continuum, therefore, there is no photopeak for setting up an energy window as with most gamma imaging devices in nuclear medicine.

A. Gamma Spectra

The probe is specifically designed to be insensitive to gamma rays, and attempting to detect even the Compton edge of several gamma sources for purposes of calibration proved difficult. A clear Compton edge was never seen and the resulting spectra were continua with few features. Figure 2 is a set of four spectra acquired with one of the probe's 32 fiber elements.

We analyzed the gamma spectra in two ways: (1) fit the region of the "Compton edges" to a Gaussian and compare centroids of different energy sources; (2) calculate weighted means of the spectra. The weighted mean calculation used the entire spectrum, excluding only electronic noise. The choice of lower channel threshold in the Gaussian fit method was more ambiguous. The only part of the gamma spectra that
might be expected to have a Gaussian shape is the usually sharp Compton edge that will smear because of the poor photon statistics of the system and/or incomplete energy deposition in the small scintillators. This can result in an asymmetric, semi-Gaussian shape. This analysis was very sensitive to the lower threshold chosen and to variations among the 32 individual imaging elements of the probe.

Figure 2. Spectra of 3 gamma sources and a beta source (204Tl) acquired with channel 11 of the prototype beta-imaging intra-operative probe.

**B. Beta Spectra**

A traditional way of analyzing beta spectra is via a Kurie plot. The appendix treats the Fermi theory of beta decay and gives a brief explanation of a Kurie plot. In essence, a Kurie plot is a replot of a beta decay spectrum resulting in a straight line that intersects the energy axis at the endpoint energy \( E_{\text{max}} \) of the spectrum. Constructing a Kurie plot for each of the probe's channels gives a relative measure of each channel's gain.

With a more efficient scintillator-detector system we tested the application of a Kurie plot to an \(^{18}\text{F}\) spectrum. Using a large (3" diameter, 0.2" thick) CaF\(_2\)(Eu) scintillating crystal coupled directly to a PMT, an \(^{18}\text{F}\) spectrum was acquired and plotted with its associated Kurie plot (Fig. 3). The contribution of the 511 keV annihilation radiation has been subtracted from this spectrum, and the Kurie plot has been scaled to the y-axis of the spectrum. Superimposed is the theoretical spectrum (see the appendix); slight deviations are seen at high energies probably due to remaining background contribution. The Kurie plot is linear over a large region, deviating only at the extremes, as does the spectrum. The Kurie plot can thus provide a standard by which to evaluate the beta spectra; \( E_{\text{max}} \) extracted from the fits can be normalized for each element of the imager, and possibly compared with the known source spectrum for depth of source information [17].

The same analysis is shown in Fig. 4 for a 204Tl spectrum collected with one of the probe's 32 scintillating fibers. 204Tl is a long lived \( \beta^- \) emitter with \( E_{\text{max}} = 765 \) keV. The long half-life (3.8 yrs) of 204Tl makes this a convenient calibration source, and its energy is in the range for which we are designing the probe. Fig. 4b is the Kurie plot associated with the spectrum of Fig. 4a, and is fit to a line over the region that the spectrum is seen to agree with theory.

Figure 3. The spectrum of \(^{18}\text{F}\) collected with a CaF\(_2\)(Eu) crystal on a PMT is plotted with the theoretical prediction (see appendix). Open circles are the Kurie plot of this spectrum. A linear fit to the region where the spectrum matches theory can be extrapolated to the horizontal axis to ascertain the endpoint energy \( E_{\text{max}} \) of the spectrum.

Figure 4. (a) A 204Tl spectrum collected with fiber 12 of the probe. The acquired spectrum follows theory well from electronic noise to ADC channel 80. (b) The Kurie plot of the spectrum shown in (a) is fit with a line up to channel 80, then extrapolated to find \( E_{\text{max}} \).

The problems encountered with this technique were rooted in its reliance on the analytical expression for the spectral shape. Deviations from the theoretical spectral shape cause distortions in the Kurie plot, complicating this analysis. Distortions can result from a number of factors: 1) contamination from 511 keV annihilation gammas; 2) the small size of the scintillators may result in incomplete energy deposition; 3) absorption of positron energy in surrounding scatter material.

The weighted mean technique outlined in Section III A. is also applicable to the beta spectrum.
IV. CALIBRATION

A. Gain and Sensitivity

The result of the gain and sensitivity calibrations using the methods described above can be seen in Fig. 5. Both Kurie plot and weighted mean methods were used to calculate the gain variations for a $^{204}$Tl flood irradiation. In Fig. 5a these two measurements are normalized to one another. Weighted mean and Gaussian fit analyses of gamma sources ($^{131}$I, $^{68}$Ge-Ga, $^{137}$Cs and $^{60}$Co) showed similar variations. The Kurie plot method yielded the smallest standard deviation, 9.6% of the mean. The weighted mean technique gave similar results; standard deviations ranged from 9%-12%.

To measure the sensitivity variation we corrected the sensitivity calculations by the gain variations found in Fig. 5a. The gain corrected sensitivity is displayed in Fig 5b.

The dead channels seen in Fig. 5 have subsequently been reduced from five to three channels. One bad channel is a poor/broken thermal fuse between scintillator and optical fiber. Another is a noisy preamp, and the third is a weak VLPC or bad connection.

B. Energy Calibration

Spectral analysis techniques of Sect. III A were used to calculate the relationship between source energy and Fastbus ADC channel. Ideally, this relationship would be linear, but because of the small size of the scintillators, non-linearity was anticipated and found. A monotonic increase in ADC channel was seen with increasing source energy, but consistently leveled off at higher energies.

C. Monte Carlo Simulations

To understand the energy calibration result, we used Monte Carlo simulations to model beta and gamma interactions in the scintillators. The Monte Carlo code EGS4 was used to model the energy deposition from the various sources in the scintillators. The Monte Carlo showed the scintillators to absorb energy from only 13%-18% of the incident gammas, depending on source energy. The simulated beta source ($^{204}$Tl) showed energy deposition for 80% of the events. Energy deposition simulated for small scintillators did show a defined Compton edge for low energy sources (Fig. 6). Compton electrons can scatter without full energy deposition, but because of the length of the scintillators ($2.5$ cm), electrons from photon scattering near 180° can be fully absorbed, producing a sharp Compton edge. However, at the energy of $^{60}$Co (gammas at 1.2 & 1.3 MeV) even the Compton edge disappears. The typical plateau region below the Compton edge is not seen in Fig. 6. As the finite resolution of the system blurs the spectrum, it becomes difficult to identify the location of the Compton edge (Fig. 2).
In Section II A a rough calculation showed between 120-
380 photons/MeV incident on the VLPCs. If we assume a
60% VLPC quantum efficiency, we can expect (assuming
Poisson statistics) an energy resolution of no better than 15-
25% FWHM at 1 MeV (Fig. 7a). Simulations with larger
resolution (~50% FWHM at 1 MeV) were found to more
accurately match the data. This type of simulated spectrum is
shown in Fig. 7b, superimposed on data acquired with the
probe.

Individual peaks are fit to Gaussians, the mean full width half
maximum (FWHM) is 1.03 ± 0.05 mm and the mean spacing
between centroids is 1.26 ± 0.07 mm. The scintillators and
source are of comparable size, a deconvolution of the source
size would give a FWHM closer to the 0.925 mm diameter of
the scintillators.

With a 1.0 mm diameter pencil beam of forward directed
betas we can consistently detect a signal in exclusively one of
the probe's 32 scintillators. The basic response of the probe
to this source arrangement is shown in Fig. 9. Each lego
block represents one of the scintillating fibers (dead channels
in black). This response is nearly a delta function, i.e. non-
zero only at the irradiated fiber. A two dimensional Gaussian
fit to this data gives FWHM = 1.28 mm in both dimensions
which, within error, is the center to center spacing of the
scintillators.

V. SPATIAL RESOLUTION

Spatial resolution was measured with both collimated and
uncollimated 204Tl beta sources. The scintillating fibers have
a higher sensitivity to beta particles than gamma-rays. Betas
are also much easier to collimate. Point spread functions of
the probe are shown in Fig. 8. This measurement was made
with a 0.5 mm line source scanned across the scintillating
array. Fig. 8 shows one of the rows of scintillators after
correction for gain and sensitivity. The central six fibers are
displayed.

The type of source that will be seen in clinical use is
simulated by a source that is 1 mm in extent but
uncollimated, thus betas are emerging in a 2π sr solid angle.
This source causes a response in several fibers. The FWHMs
of 2-D Gaussian fits range from 1.8 to 2.2 mm depending on
the relative location of dead spaces with respect to the source.

In order to better define the spatial response of the system,
data were acquired in four positions to create a single well
sampled image. The four positions formed a square and were
separated by one half the center-to-center fiber spacing. By
moving the probe one half pixel steps we fill the dead space
area. This technique was applied to the two point sources
described above. Fig. 10 shows the results of the fine
sampling measurement. These results are equivalent to the
measurement of the intrinsic resolution for a scintillation
camera (Fig. 10a,b), and the image resolution (Fig. 10c,d)

Figure 7. (a) An energy resolution 25% FWHM at 1 MeV, a best
case calculation using just photon statistics, was incorporated
into the 68Ge-Ga spectrum of Fig. 6 to produce the spectrum
shown here. (b) With 47% FWHM at 1 MeV the simulation better
reproduces the data. The Compton edge is no longer discernible.

Figure 8. Point spread function of probe. Mean FWHM and
centroid spacing are indicated. Error bars on these data are the size
of the data points.
Finally, the over sampling technique was applied to two sets of double pinholes. The pinholes were 0.5 mm in diameter and spaced by 3.17 mm in one set (Fig. 11b), and 2.54 mm in the other (Fig. 11a). Fig. 11 displays the resolution of the probe to these sets of pinholes. Here we see that with the very small pinholes the intrinsic resolution is less than 1 mm FWHM.

VI. CONCLUSION

This preliminary investigation of the physical aspects of a potential intra-operative imaging probe has provided generally positive results. The combination of double clad optical fibers and VLPCs, as the photon detector, provide a signal that is well above the noise and shows a response that is sensitive enough to the input energy to provide a modest level of energy discrimination. The uniformity of signal gain and sensitivity among the elements was reasonable (~ 10%). The intrinsic resolution of the elements was on the order of 1 mm, while the resultant image resolution for uncollimated betas was on the order of 2 mm. This means the resolution is not limited by the detector but by the properties of the source.

The system tested here is pre-prototype. Further optimizations, both obvious (scintillator packing fraction), and subtle (scintillator geometry, surface treatment, reflector), should provide significant improvement over the device described here.
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APPENDIX: Fermi Theory of Beta Decay

In beta decay, beta rays are emitted with a continuous distribution of energies up to a maximum (E_max) equal to the amount of energy liberated in the decay. When the energy of the beta ray is less than E_max the remaining energy of the decay is carried off by a neutrino.

There are a number of different classifications of beta decay and variations in the shape of the spectra. A general formula for the energy distribution is of the form [18,19]:

\[ N(E)dE = g F(Z,E) p E (E_{max} - E)^2 dE \]  

\[ N(E) = \text{number of decays at energy } E \text{ (g is a coupling constant)} \]
\[ E = \text{total } \beta \text{ energy in units of its rest mass energy,} \]
\[ E_{max} = \text{maximum } \beta \text{ energy (in units of rest mass),} \]
\[ p = \text{momentum of } \beta \text{ in units of mc,} \]
\[ F(Z,E) = \text{Fermi function, } Z = \text{atomic number of decay daughter.} \]

The Fermi function represents the Coulomb interaction between the beta and the daughter nucleus.

A Kurie plot is a graph of \((N / g F p E)^{1/2}\) vs. E, which results in a straight line that intersects the E-axis at the endpoint energy, E_max.

A nonrelativistic approximation for F(Z,E) is valid for allowed transitions, generally lighter elements. 18F is an allowed transition. Forbidden transitions, such as 204Tl, require a more sophisticated calculation of F(Z,E). The nonrelativistic Fermi function is [19]

\[ F_{allow}(Z,E) = 2\pi \eta / (1 - e^{-2\pi \eta}) \]  

with \(\eta = \mp Z\alpha E/p\) for \(\beta^\pm\) decay, \(\alpha = 1/137\), the other variables are defined above. The approximation used for 204Tl is the nonrelativistic Fermi function multiplied by additional factors [20];

\[ F_{forbid} = F_{allow}(Z,E) p^{2S} (\eta^2+1/4)^S \]  

where \(S = (1-(Z\alpha)^2)^{1/2} - 1\), is a constant.

These are the results used to analyze the beta ray spectra presented in this work.